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Abstract
Given a unicuspidal rational curv@ C P2 with singular pointP, we study the
unique pencilAc on P? satisfyingC € Ac and Bs{\c) = {P}. We show that the
general member of\¢ is a rational curve if and only if(C) > 0, whered(C) de-
notes the self-intersection number Gfafter the minimal resolution of singularities.
We also show that i(C) > 0, then Ac has a dicritical of degree 1. Note that all
currently known unicuspidal rational curv€sc P? satisfy (C) > 0.

Introduction

A unicuspidal rational curves a pair C, P) whereC is a curve andP € C sat-
isfiesC \ {P} = A'. We call P the distinguished point o€.

Let C C P? be a unicuspidal rational curve with distinguished pot In Sec-
tion 1 we define an infinite family of linear systems &% determined by ¢, P) in
a natural way. We are particularly interested in two of thésear systems, denoted
Ac and Nc, where Ac is a pencil andN¢ is a net. In factAc has the following
characterization:
(1) Ac is the unique pencil oi? satisfying Ce Ac and Bs(Ac) = {P}
where Bs{\¢) denotes the base locus ofc on P2. The existence of this pencil was
pointed out to us by A. Campillo and I. Luengo in a friendly eersation. It appeared
to us that it would be interesting to understamalw the properties of C are related to
those of Ac; this is the underlying theme of the present paper.

Given a curveC C P2, let P2 — P2 be the minimal resolution of singularities 6f
(this is the “short” resolution, not the “embedded” reswnt see 3.2); leC c P2 be
the strict transform ofS, and let?(C) denote the self-intersection number ®fon P2.
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For a unicuspidal rational curv@ c P2, we show (cf. Theorems 4.1, 4.6 and 6.2):

(2) The general member aof¢ is a rational curve if and only iff(C) > 0.

(3) The general member of Nis a rational curve if and only it(C) > 0.

(4) If (C) > 0 then Ac has eitherl or 2 dicriticals, and at least one of them has
degreel.

In view of these results, it is worth noting thatl currently known unicuspidal
rational curves CcC P? satisfy 9(C) > 0. See Remark 4.3 for details.

The proofs of the above statements (2) and (3) make use dfgdsam [3], where
we solved the following problem: given a cur@ on a rational nonsingular projective
surfaceS, find all linear system&. on S satisfyingC € L, dimL > 1, and the general
member ofLL is a rational curve.

In statement (4) we claim, in particular, thi&tv(C) > 0 then Ac has a dicritical
of degreel (see 6.1 for definitions). It seems that the existence of sudicritical is
not an easy fact. Indeed, the proof of this claim takes moam thalf of the present
paper (all of Sections 5 and 6). Note, however, that the gthphretic tool developed
in Section 5 is susceptible of being useful in other settings

For a survey of open problems related to cuspidal ratiorehelcurves, the reader
is referred to [6].

CONVENTIONS. All algebraic varieties are over an algebraically closesldfik
of characteristic zero. Varieties (so in particular cujvae irreducible and reduced. A
divisor D of a surface igeducedif D =)', C; whereC;,...,C, are distinct curves
(n > 0). We write eg(C) for the multiplicity of a pointQ on a curveC.

1. Definition of Ac and N¢

A unicuspidal rational curves a pair C, P) whereC is a curve andP is a point
of C such thatC \ {P} = A'. We call P the distinguished pointand we consider that
the sentenceC is a unicuspical rational curve with distinguished pofdt is equiva-
lent to “(C, P) is a unicuspical rational curve”. We allow ourselves toapef a uni-
cuspidal rational curv€ without mentioningP, but keep in mind tha€ always comes
equipped with a choice of a poirR® (that choice being forced whe@ % P1).

The aim of this section is to define, given a unicuspidal reticurveC C P2, an
infinite family of linear systemsX ;(C) on P2. This is done in Proposition 1.2. We
are particularly interested in two of these linear systeths, pencil Ac and the net
Nc, defined in Definition 1.3, Corollary 1.4 and Definition 1.5.

NOTATIONS 1.1. LetC c P? be a unicuspical rational curve with distinguished
point P. If D is an effective divisor inP?, let ip(C, D) denote the local intersection
number ofC and D at P (which is defined to betoco if C is a component oD).
LetI' = I'c,p) € N denote the semigroup ofC( P), i.e., the set of local intersection
numbersip(C, D) where D is an effective divisor such tha Z supp@). We also use
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the standard notation for intervalsg,p] = {x e R |a < x < b}.

Proposition 1.2. Let C C P2 be a unicuspidal rational curve of degree d and
with distinguished point P. For each palt, j) € N? such that I> 0 and j <Id, let
Xi ;(C) be the set of effective divisors D Bf such thatdeg(@) = | and ip(C,D) > j.
(@ X,j(C) is a linear system oiP? for all I, j, and dim X; j(C) > 1 whenever > d.
(b) For each je N such that j< d?, the dimension of the linear systemy XC) is
equal to the cardinality of the s¢f,d?]NT", wherel' = I'c p). In particular, for each
integer j such thatd — 1)(d — 2) < j < d?, dim Xq,;(C) = d?— j + 1. Consequently
Xq,42(C) is a pencil and X% 42_1(C) is a net.

For each le N \ {0}, define the abbreviation XC) = X, 4(C). Note that the above
assertions imply that C) is a pencil and thatim X;(C) > 1 whenever > d. More-
over if | € N is such thatO < | < d then the following hold

(c) X/ (C) contains at most one element and if(&) # @ then Ide T'.

(d) [T N[0, Id]] = (I + 1)1 + 2)/2, and if equality holds and Ie& I" then X(C) # @.

REMARK. The proof below is an elaboration of the proof of Propositbof [5];
moreover, the inequality in assertion (d) is part of thectitesult.

REMARK. C € Xg,j(C) for all j, becausép(C,C) =00 > j.

Proof of Proposition 1.2. Choose coordinatés Y, Z) for P? such thatP = (0:
0:1). LetK[X,Y, Z], denote the vector space of homogeneous polynomials of elegre
and, givenG € k[X,Y, Z]; \ {0}, let divo(G) be the effective divisor oiP?, of degred,
with equation ‘G = 0". Let F € k[X,Y, Z]4 be an irreducible homogeneous polynomial
of degreed whose zero-set i€. Let x(t), y(t) € tk[[t]] be a local parametrization of
C at P. Then F(x(t), y(t), 1) = 0 and, for anyl € N\ {0} and G € k[X, Y, Z]; \ {0},
Bezout's theorem gives

er'n[o,Id], if Gek[XY,Z]\(F),

(1) ord Gx(O), (0, ) = n(C, d(@){ ] oy o

where §) is the principal ideal ok[X, Y, Z] generated byF. Define a sequence of
k-linear mapsL,: k[X, Y, Z] — k (for n € N) by the conditionG(x(t), y(t), 1) =
> nen Ln(G)t" for any G € K[X, Y, Z].

Fix a pair (, j) € N? such that > 1 and 0< j <Id. Consider the linear map of
k-vector spaces

T KX, Y, Z]y — kT G s (L (G), - . ., Loy (G)),

wheren; < --- < ny are the elements df N [0, Id], and define the subspadg ; of
kIrapodl py

E|,jZ{(O,...,O,)\l,...,)»e)|)»1,...,)»e€k},
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wheree = |[I' N [j, Id]|. Note that (1) has the following two consequences: firstly,
kerT) = k[X, Y, 2], n(F), so

. 0, if I<d,
(2) dim(kerT)) = {1, 1= d:
secondly,

T 4ELj) \ {0} = {G e K[X, Y, Z]; \ {0} | orck G(x(t), y(t), 1) > j}
={G ek[X,Y, Z]} \ {0} | ip(C, divo(G)) = j},

SO

€) X11(C) = {divo(G) | G € TX(Er)) \ (0}).

In particular,

(4) Xi,j(C) is a linear system of dimension dil(r'ﬂ’l(ELj)) —1.

If | >d then ker{}) = Kk[X, Y, Z]; N (F) has dimension equal to dikiX, Y, Z], 4 =
(—d)(I —d+3)/2+1, so

( —d)(l —d+3)

dim X j(C) = dimTE ;) - 1> 5

Hence, dimX; ;(C) > 2 whenever > d, and X ;(C) # @ when| = d. To finish the
proof of assertion (a), we still need to show that din (C) > 1 whenl = d.

Consider the casé = d. It is known (cf. [1] or [8]) that the numbeb =
(d —1)d — 2)/2 satisfies @+ N CT" as well as§ = [N\ I'|. As 25 < d?, it follows
thatd?> + N c I" and

U N[0,d3| =d?+1—6 = (d® + 3d)/2 = dimc K[ X, Y, Z]4 — 1,
so dim{) = dim(W) + 1 where we writeV = K[X, Y, Z]g and W = kI"0¢ll - As
Tq: V — W is a linear map and dim(kdg) = 1 by (2), it follows thatTy is surjective
and that (for anyj < d?) dimT;%(Eqg;) =1+ dimEq; =1+ [ N[j, d?], so
(5) dim Xq¢,j(C) = I N[j, d?]|.

As d? e I'n[j,d?], it follows in particular that dinXq,;(C) > 1, which finishes the proof
of (a). In the special case wheré 2 j < d2 we have [, d’] NN C T, so (5) gives

dim Xg,;(C) = d®>— j + 1.

In particular dimXq 42(C) = 1 and dimXq 42_1(C) = 2, so (b) is proved.
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From now-on assume that9l < d.
Since T, is injective by (2), and since the definition & ; implies

©) dim Eyjg = |1 1 (1d)| = {(1) D
we have dinT,"}(E; 14) < 1, so (3) implies that;(C) = X ,4(C) contains at most one
element. Moreover, ifX|(C) # @ then dimT, }(E14) = 1, so dimE; ;4 = 1 and (6)
implies thatld € I". This proves (c).

To prove (d) note that the fact thadi: k[X, Y, Z], — k"4l js injective im-
plies that

@) [T N[O, Id]| = (I + 1)( + 2)/2.

Suppose that equality holds in (7); théh is bijective, and if we also assume that
Id € T then dimE; ;g = 1 by (6), soT,"}(E ) has dimension 1 and (3) implies that
X|(C) # @. This completes the proof of (d), and of the proposition. ]

DEFINITION 1.3. LetC C P2 be a rational unicuspidal curve, with distinguished
point P. We defineAc = Xq4(C) = Xq,42(C), whered = degC). By Proposition 1.2
(b), Ac is a pencil onP2. The definition of X4 42(C) and Bezout's theorem yield the
following explicit description ofAc:

Ac = {C} U {D € Div(P?) | D > 0, degD) = deg(C) and C N suppD) = {P}}.
The pencil A¢c can also be characterized as follows:

Corollary 1.4. Let C c P? be a unicuspidal rational curve with distinguished
point P. ThenAc is the unique pencil ofP? satisfying Ce Ac and Bs(Ac) = {P}.

Proof. From the explicit description ofc given in Definition 1.3, it is clear that
C € Ac and Bs{\¢) = {P}. To prove uniqueness, consider a penctibn P? such that
C € A and BspA) = {P}. Let D be any element ofA other thanC. Then (sinceA is
a pencil) any point of supf) NC is in fact a base point of\; so suppD)NC = {P}.
Using again the explicit description afc given in Definition 1.3, this gived € Ac.
This shows thatA € Ac and hence that\ = Ac. U]

DEFINITION 1.5. LetC C PP? be a rational unicuspidal curve, with distinguished
point P. Define Nc = Xq42-1(C), whered = degC). By 1.2, Nc is a net. Observe
that Ac € N¢ and that

{P}, if degC > 1,

Bs(Ne) = {@, if degC = 1.
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Also note that the linear systemsc and N¢ are primitive (i.e., their general member
is irreducible and reduced), becauSeis irreducible and reduced and is an element of
each of them.

REMARK. We shall restrict ourselves to studying the pentd and the netNc
associated to a unicuspidal rational cu@ec P2, but the other linear systems defined
in Proposition 1.2 also deserve some attention. For instanonsider the sef& =
{leN|O0=<I <d and X,(C) # @}, whered = degC). Parts (c) and (d) of the above
proposition indicate thag: is closely related to the semigrodfc py, and one can see
that & is also related to the reducible elements/of. Something interesting can be
said about these relations, but this theme is not developetis paper.

REMARK. The objectsX ;(C), X/(C), Ac and Nc should really be denoted
Xi,j(C, P), Xi(C, P), Ac,p and Nc p, as they depend on the choice Bfin the non-
singular case.

2. Preliminaries on P*-rulings on rational surfaces

In this section,S is a rational nonsingular projective surface.

DEFINITION 2.1. A pencilA on S is called aP!-ruling if it is base-point-free
and if its general member is isomorphic B If A is a P -ruling of S then by a
sectionof A we mean an irreducible curve C Ssuch thatx-D =1 for anyD € A
(it then follows that: =~ P1).

The following is a well-known consequence of the RiemannetRtheorem forS:

Lemma 2.2. If C C S satisfies C= P! and C = 0 then the complete linear
system|C| on S is aP!-ruling.

2.3. Recall that, giverk € N, there exists a tripleF, Lk, Ax) whereFy is a
nonsingular projective rational surfackg is a base-point-free pencil oy each of
whose elements is a projective line, ang is a section ofLy satisfying A2 = —k.
Moreover, Fx, Lk, Ax) is uniquely determined bk up to isomorphism. The surface
Fy is called the Nagata—Hirzebruch ruled surface of dedree

2.4. By anSNC-divisorof S we mean a divisoD = Zinlei whereCy,...,C,
(n > 0) are distinct curves of% and:
e eachC; is a nonsingular curve;
e for every choice ofi # j such thatC; N C; # @, C; N C; is one point and the
local intersection number of; and C; at that point is equal to 1;
e if i, j, k are distinct therC; N C; N Cyx = .



UNICUSPIDAL RATIONAL PLANE CURVES 487

The dual graphof an SNC-divisorD = >\, C; of Sis the weighted graph defined
by stipulating that the vertex set {€,, ..., Cy}, that distinct vertice<;, C; are joined
by an edge if and only ilC; N C; # &, and that the weight of the verte®; is the
self-intersection numbe€?.

For the following fact, see for instance [9, Chapter 2, 2.2JhH Section 2].

Gizatullin's Theorem 2.5. Let A be aP!-ruling on S. ThenA has a section
and the following hold
(a) Let De A. Then each irreducible component of D is a projective lind anpp©)
is the support of an SNC-divisor of S whose dual graph is a ttesuppQ) is irre-
ducible then D is reduced. BuppD) is reducible then there exists (&1)-component
I’ of suppD) which meets at most two other componentsup); moreoverif I’
has multiplicityl in the divisor D then there exists anothgrl)-component osuppD)
which meets at most two other componentsugpD).
(b) Let = be a section ofA. Then there exist a nonsingular projective surfaend
a birational morphismp: S— F satisfying

e the exceptional locus g is the union of the irreducible curves € S which

are A-vertical and disjoint fromx;

e the linear systenl. = p,(A) is a base-point-free pencil oR each of whose

elements is a projective linand the curveA = p(X) is a section ofL;

e [ =Ty for some ke N; moreoverif £2 <0 thenx? = —k and (F,L, A) =

(Fx, Lk, Ak)-

3. Rational linear systems; uniresolvable curves and lingasystems

We continue to assume th&is a rational nonsingular projective surface.

DEFINITION 3.1. We say that a linear systein on S is rational if dimL > 1
and the general member &f is an irreducible rational curve.

DEFINITIONS 3.2. In the following definitions we consider sequences

®) S=g< 5
where, for each =1,...,n, 7j: § — §_1 is the blowing-up of the nonsingular pro-

jective surfaceS_; at a pointP, € §_;.
(@) LetC C Sbe a curve. Theninimal resolution of singularitiesf C is the shortest
sequence (8) satisfying:

the strict transform of C on S, is a nonsingular curve.

1A curve C C Siis said to beA-vertical if it is included in the support of an element of.
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The minimal embedded resolution of singularitie$ C is the shortest sequence (8)
satisfying:

7~YC) is the support of an SNC-divisor ofS,,

wherer =mo-+romy: §— S.

(b) LetC C S be a curve. Consider the minimal resolution of singulasitie— S of

C, let C be the strict transform o€ on X, and let#(C) denote the self-intersection
number ofC in X. When#(C) > 0 (resp.7(C) > 0), we say thaC is of nonnegative
type (resp. of positive typg We also consider the minimal embedded resolution of
singularitiesY — S of C, and definevemy(C) to be the self-intersection number of the
strict transform ofC on Y. Clearly, vemy(C) < v(C).

(c) We say that the sequence (8) iclaain if 7;_1(P,) = P_; for all i such that 2<

i <n.

(d) A linear systemL on S is uniresolvableif dim L > 1, L is without fixed compo-
nents and there exists a chain (8) with the property that thet sransform ofL on

S, is base-point-free.

(e) A curveC C S is uniresolvableif there exists a chain (8) with the property that
the strict transform ofC on S, is a nonsingular curve.

Let C C S be a curve. It follows from [3, Theorem 2.8] that the existeruf a
rational pencilA on S satisfyingC € A is equivalent toC being rational and of non-
negative type. Let us now be more precise in the special casee® is uniresolvable.

Note that if C C S is uniresolvable then there exists at least one pBirt C such
that SingC) < {P}.

Theorem 3.3. Let CC S be a uniresolvable curve and let £C be such that
Sing(C) < {P}. Then the following are equivalent
(a) C is rational and of nonnegative type
(b) there exists a rational linear systelin on S satisfying G= L;
(c) there exists a rational and uniresolvable peneil on S such that G A and
Bs(A) € {P}.

Proof. It follows from [3, Theorem 2.8] that (a) is equivaleio (b), and it is
clear that (c) implies (b); so it suffices to prove that (a) liep (c). Assume that (a)
is satisfied. Then there exists a chain (8) satisfying:

e the strict transformC,, C §, of C is nonsingular and satisfiésf =0;

e P, =P and, for each > 2, P, lies on the strict transforn€;_, ¢ S_; of C.

By Lemma 2.2,|C,| is a P1-ruling on S,. Define A = 7,.|Cp|, Wwherenr = 710+ 0
T S — . Then A is a rational pencil ors satisfyingC € A. The strict transform
of A on §, is |C,|, which is base-point-free. This has two consequences:

() all infinitely near base points ofA are among{Py, ..., Py}, so in particular
Bs(A) < {P};
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(ii) since (8) is a chainA is uniresolvable. 0
Let us also mention the following related fact:

Lemma 3.4. Let A be a pencil on S and @ S an irreducible component of the
support of some member of. If A is rational and uniresolvablethen C is rational
and uniresolvable.

Proof. Consider the minimal resolution (8) of the base mioft A; since A is
uniresolvable, (8) is a chain. Let, (resp.C,) be the strict transform ofA (resp. of
C) on S,. As A is rational, the general member of, is isomorphic toP?!, so A,
is aPY-ruling. As C, is included in the support of some element &f, Gizatullin's
Theorem 2.5 implies tha€, is nonsingular and rational. SO is rational and (since
(8) is a chain) uniresolvable. O

4. Rationality of Ac and N¢

Given a unicuspidal rational curnv@ c P? we consider the pencihc and the net
Nc defined in Definition 1.3, and ask when these linear systerasrational (in the
sense of Definition 3.1).

Theorem 4.1. For a unicuspidal rational curve CC P2, the following are
equivalent
(a) C is of nonnegative type
(b) Ac is rational.
Moreovey if these conditions hold theAc is uniresolvable.

Proof. The fact that (b) implies (a) follows from either on&[8, 2.8] or The-
orem 3.3. Conversely, suppose that (a) holds andPldie the distinguished point of
C. Then, in particularC is uniresolvable and® € C is such that Singf) € {P}. By
Theorem 3.3, there exists a rational and uniresolvableip@non P2 such thatC € A
and Bs@\) C {P}; then Bs(A\) = {P}. By Corollary 1.4,Ac is the unique pencil on
P2 satisfyingC € Ac and Bs@\¢c) = {P}. ThusA = Ac. ConsequentlyAc is rational
and uniresolvable. O

REMARK 4.2. LetC c PP? be a unicuspidal rational curve of nonnegative type, and
let C’ C P? be an irreducible component of the support of some membe¥of Then
the curveC’ is rational and uniresolvable. (This follows from Theorefn$ and 3.4.)

REMARK 4.3. In view of 4.1, it is interesting to note:
(@) All unicuspidal rational curve C P? satisfying k(P2 \ C) < 2 are of non-
negative type.
(b) All currently known unicuspidal rational curves C P? are of nonnegative type.
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Indeed, letC C P2 be a unicuspidal rational curve and consider= k(P2 \ C), the
logarithmic Kodaira dimension dP?\C. Then it is a priori clear that € {—c0,0,1,3.
e If kK = —o0 then [10] implies thatiemy(C) > —1, and it follows thatb(C) > 0.
e The casex = 0 cannot occur by a result of Tsunoda [14].
e The casek = 1 is completely classified in [12], and the multiplicity seqges
are given explicitly. A straightforward computation usititese sequences shows that
v(C) € {0, 1}, where the two cases occur.
e The casek = 2 is not classified. The only known examples here are two fam-
ilies of curves (denote€Cx and Cj, k = 1, 2,...) found by Orevkov in [11]. For
these examples the multiplicity sequences are known éftpliand a straightforward
computation shows that(C) € {1, 4 where the two cases occur.
This justifies assertions (a) and (b). Regarding the last g&s also mention:
e Let C C P2 be a unicuspidal rational curve with= 2. Thenvem,C) < —2 by a
result of Yoshihara [15]. Moreover, Tono [13] showed thaty(C) = —2 if and only
if C is one of Orevkov's curve€y or C; for somek.

One should also remark that the sets

{?(C) | C c P?cuspidal rational
{Pems(C) | C C P? unicuspidal rationalig(P?\ C) = 1}

are not bounded below, as can be deduced from [4] and [1Z}ectsely.

The next paragraph will be used as a reference, when we wargstablish
the notation:

NOTATIONS 4.4. LetC C P2 be a unicuspidal rational curve with distinguished
point P. Then C, P) determines an infinite sequence

) PP=§ GG

of nonsingular projective surfaces and blowing-up monpisisuch that, for each> 1,
it § — -1 is the blowing-up ofS_; at the unique poin® € S_; which lies on the
strict transform ofC and which is mapped t®; = P by mi0---0m_1: §_1 > S. Let
E = n(l(P.) C § and, ifi < j, let the strict transform of; on S; be also denoted
by Ei C §. Let C; C § be the strict transform o€y = C on §, and letA; be the
strict transform ofAg = Ac on §. By definition of the sequence (9), it is clear that

(10) Ci_iNE_1={R} in §_1, foral i>2.

Let n < N be the natural numbers satisfying:
e S — S is the minimal resolution of singularities &;
e Sy — S is the minimal embedded resolution of singularitiesGf
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Finally, letr; = ep(Ci_1) (see Conventions) for ail > 1, and letd = degC). Then
the invariantsi(C) and vemp(C) defined in Definition 3.2 are given by

n
5(C)=CZ=d*-) r? and emy(C) = C§.
i=1

It is clear that ifC is singular thenN = n + r, and hencevemyC) = v(C) —r,, and
that if C is nonsingular (i.e.d <2) thenN = n = 0 and vemp(C) = 7(C) = d?.

REMARK. If (C) > 0, the natural numbem defined in Proposition 4.5 (below)
is to be added to the set of notations introduced in Notatibds Note that the in-
equality n < min(N, m) always holds, and that the three cases< N, m = N and
m > N can occur.

Proposition 4.5. Let C C P? be a unicuspidal rational curve with distinguished
point P, and let the notation be as iNotations 4.4 If C is of nonnegative typehen
the following hold.

(a) There exists a natural number mn such that § — & is the minimal resolution
of the base points oAc.

(b) Ci € Aj foralli €{0,...,m}.

() An is aPiruling of S, (cf. Definition 2.1)

(d) ChxPland G =0.

(e) Foralli € {1,..., m}, the following hold in §:

E; is horizontal «— EiNCy # 3 < Pn.1€Ej.

Here we say that a curve in,Ss vertical if it is included in the support of a member
of Am, and horizontal if it is not vertical. The point,R1 is defined by(10).

(f) Em is horizontal and at most one< m is such that EC S, is horizontal.

(9) Enm is a section ofA,, if and only if C is of positive type.

Proof. LetS =Y, & Y, &Z..& Ym be the minimal resolution of the base
points of Ac, where, for 1<i <m, p;: Y; — Yj_; is the blowing-up of the nonsingular
surfaceY;_; at a pointP* € Y;_;. As C is of nonnegative type, Theorem 4.1 implies
that Ac is rational. LetC C Yy, (resp.Ac) be the strict transform o€ (resp. of Ac)
on Ym. By [3, 2.7 (b)], the fact that\¢ is rational implies thaC € A¢ and thatC is
nonsingular. FronC € Ac, we deduce that for eachthe base pointP* lies on the
strict transform ofC on Y,_y; as P* is infinitely nearP (because Bsg(c) = {P}), it
follows that P}, ..., Py) = (Pi, ..., Pm). Thus S, — & is the minimal resolution of
the base points of\c. As we have observed, = Cy, is nonsingular; it follows that
m > n, so (a) is proved.

Then Bs@i 1) = {R} for alli € {1,...,m}, and Bsf\;,) = @.
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We already noted that € Ac, which we may rewrite a€m, € Ap,. It follows that
assertion (b) holds. Ad\c is a rational pencil, so i9\n; as An, is base-point-free, its
general member is B, so (c) holds. ByCn, € Ay, and Bs(\n)) = &, we getC2 = 0,
so assertion (d) holds.

The fact thatC,, € A, and thatA,, is base-point-free implies that @' C S, is a
curve distinct fromCy, thenC’ is horizontal if and only ifC' N Cy, # @. In particular,
(e) is proved, and (f) immediately follows.

To prove (g), note thak,, is a section ofA, if and only if E,, - Cp, = 1, if
and only if Cp_1 is nonsingular; a2 _, > C2 = 0, this is equivalent teC being of
positive type. ]

Theorem 4.6. For a unicuspidal rational curve CC P?, the following are
equivalent
(a) C is of positive type
(b) Nc is rational,
(c) the rational map®y. : P? --» P2, corresponding to the net & is birational.
Moreover if the above conditions hold then the Cremona ndgg, transforms C into
a line, and Ac into a pencil of“all lines through some poiint

Proof. The fact that (c) implies (b) is trivial. If (b) holdken parts (e) and (f)
of [3, 2.8] imply that the linear systerhc defined in [3, 2.5] satisfiedlc € Lc and
dimLc = v(C) + 1; thenv(C) > 0, which shows that (b) implies (a). There remains
to show that if (a) holds they. is birational and transform€ into a line andAc
into a pencil of all lines through some point.

Suppose thaC is of positive type and let the notation be as in Notations ahd
Proposition 4.5. By Proposition 4.5 (g is a section ofAn,. Then Gizatullin’s The-
orem 2.5 implies that there exists a birational morphjsng,, — F; whose exceptional
locus excp) C Sy is a union of Ap-vertical curves inS;, and excp) N En,, = @. More-
over, in the notation of 2.3p.(Am) is the standard rulind.; of F; and p(En,) is the

(—1)-section of that ruling. As the exceptional loci of the twworphismsS;_; -
Sn > F; are disjoint, we have the commutative diagram

PP=g < Ig T,

T

P2 [,

where7,: F; — P2 is the contraction ofo(E,). Define the birational mag: P? --»
P? as the composition
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wheren’ =m0---0mm_1: Sn-1 = K. It is clear that® transformsC into a line in
P2. Also, ® determines a neN on P2 (without fixed components); let us show that
N = Nc.

Consider the group homomorphisms

DiV(Sy) <= Div(Sn_1) < Div(P?)

where 5* is the operation of taking the total transform with respecptand z, takes
direct image with respect to’. Let Q = 5(Pn) € P2 and letLL be the linear system on
P2 consisting of all lines througl®. Then the strict transform dt on S;,_1 (via p) is
Am_1. As p restricts to an isomorphism from a neighborhoodRaf to a neighborhood
of Q (because exg) N En = @), the strict transform ofl. coincides with the total
transform ofLL, so p* transformsL into Ayn—; and consequentlyt;, o p* transformsL
into Ac. Now we note thatr, o p* transformsM into N, whereM is the linear system
of all lines inP2. As L. C M, it follows that Ac C N (in particular the elements of
N have degreal = degC).

Let M° be the set oM € M such thatQ ¢ M and p~*(M) is an irreducible curve
in Sp—1. Then the image oM° via 7, o p* is a dense subset di. Since N and
Nc have the same dimension, in order to show tRat Nc it suffices to show that
T, o p* mapsM’ into Nc. Let M € M° and consider the curv® = (r, o p*)(M) =
7' (p7H(M)) C .

Let L = p(Cy-1) € L and note thatp restricts to an isomorphism from a neigh-
bourhood ofCp,_; to a neighbourhood of. As (M- L)pz =1 and the pointM NL is
not Q, it follows that

(67'(M)-Cm1)s,, =1

and that the poinp~(M) N Cy_1 = {R} belongs toCy_1 \ Pm, SO R ¢ excr’). Con-
sequently,D N C C {#'(R), P} andi, (D, C) = 1, where the pointz’(R) is distinct
from P. By Bezout,ip(D,C) = d?—1, soD € Nc. This shows thatr, o 5* mapsM®
into N¢; it follows that N = N¢, as desired.

So &y, = @ and consequentlyby, is birational. We already noted thdt trans-

forms C into a line and thatr, o p* transformsL into Ac, so the last assertions follow.
L]

5. Intermezzo: erasable weighted pairs

The aim of this section is to prove Proposition 5.15, whichegded in the proof of
Theorem 6.2. Our proof of Proposition 5.15 makes use of aryhefo‘erasable weighted
pairs” which we develop in this section; in fact Propositi®ri4 is the only fact from
this graph theory which is needed, but its proof requiregisd\preliminary lemmas.

We stress that the present section is completely self-owda Except for the fact
that Proposition 5.15 is used in the proof of Theorem 6.% #@ction is completely
independent from the rest of the paper.
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Our graphs have finitely many vertices and edges, edges ardireated, no edge
connects a vertex to itself, and at most one edge exists batagiven pair of vertices.
A weighted graphis a graph in which each vertex is assigned an integer (catied
weight of the vertex). Note that the empty graph is a weiglgeabh. We assume
that the reader is familiar with the classical notion of hilogrup of a weighted graph,
and refer to 1.1 and 1.2 of [2] for details. In particular, akahat there are three
ways to blow-up a weighted grapf: one can blow-upg at a vertex or at an edge
or one can perform théree blowing-upof G (in the last case, one takes the disjoint
union of G and of a vertex of weight-1). In all cases, blowing-ug produces a new
weighted graphG’ whose vertex-set is obtained from that @f by adding one new
vertex e of weight —1 (one says thate is the vertex “created” by the blowing-up).
If G’ is a blowing-up ofG and e is the vertex ofG’ created by the blowing-up, then
one says that; is the blowing-down ofG’ at e. Two weighted graphsd and B are
equivalent(denotedA ~ B) if one can be obtained from the other by a finite sequence
of blowings-up and blowings-down. Note thatdfis a weighted graph without edges,
and in which each vertex has weightl, thengG is equivalent to the empty weighted
graph@.

DEFINITIONS 5.1. (a) By aweighted pair we mean an ordered paif(v) where
G is a nonempty weighted graph ands a vertex ofG (called the distinguished vertex).
(b) A blowing-upof a weighted pair @, v) is a weighted pairq’, v’) satisfying:
e the weighted grapl@’ is obtained by blowing-up the weighted gragheither
at the vertexv or at an edge incideftto v;
e V' is the unique vertex off’ which is not a vertex ofj (i.e., v’ is the vertex
of weight —1 which is created by the blowing-up).
We write G, v) < (G’, V') to indicate that ¢, v') is a blowing-up of G, v).
(c) A weighted pair @, v) is said to beerasableif there exists a finite sequence

(11) @, v) = (Go, &) < (G1, &) < -+~ < (Gn, &) (with n = 0)

of blowings-up of weighted pairs such that the weighted r@p\ {e,} is equivalent
to the empty weighted graph.

REMARK 5.2. In contrast with the theory of weighted graphs, we do deftne
a “blowing-down” of weighted pairs. The contraction of wieigd pairs defined in Def-
inition 5.7 is not the inverse operation of the blowing-upvedighted pairs.

REMARK 5.3. Let @G, v) be a weighted pair. The following claims are obvious:
(&) If G has a vertexw of nonnegative weight such that v and w is not a neighbor
of v, then (G, v) is not erasable.

2An edgec is incidentto a vertexv if v is one of the endpoints af.
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(b) If G has at least two vertices has negative weight and all weights ¢h\ {v} are
strictly less than—1, then (G, v) is not erasable.

DEFINITION 5.4. For any weighted pairG( v) we definel(G, v) € N U {oco} as
follows. If (G, v) is not erasable, we sé{G, v) = oco. If (G, v) is erasable, then we
definel (G, v) to be the leash € N for which there exists a sequence (11) satisfying
Gn\{en} ~ @. Thus a weighted pair, v) is erasable if and only if(G, v) < cc. Also
note that the conditiom(G, v) = 0 is equivalent toG \ {v} ~ @.

DEFINITION 5.5. Let G, v) be an erasable weighted pair such th@, v) > 0.
A blowing-up @', v') of (G, v) is said to begood if it satisfies|(G’, v') < (G, v).

Lemma 5.6. Let (G, v) be an erasable weighted pair such th&g]v) > 0. Then
there exists a good blowing-up ¢, v). Moreover if (G, v') is a good blowing-up of
(G, v) then (G’, V') is erasable and (', v') = 1(G, v) — 1.

Proof. Obvious. OJ

DEFINITION 5.7. Let G, v) be a weighted pair. Aontractible vertexof (G, v)
is a vertexw of G satisfying:
e the weight ofw is (—1) andw has at most two neighbours %
e if w has two neighbours; and v,, thenwvs, v, are not joined by an edge
e w # v andw is not a neighbour ob.
If w is a contractible vertex of,v) then thecontraction of(G,v) at w is the weighted
pair (G, v) defined by takingg to be the blowing-down of the weighted graghat w
and by settingy = v.

Lemma 5.8. Suppose thatG, v) is the contraction of a weighted paig, v) at
some contractible vertex. Thetgl, v) = I(G, v).

Proof. We proceed by induction an= min((G,v),|(G,v)), noting that the lemma
is true wheneven = co. Let w be the contractible vertex ofj( v) at which the con-
traction is performed. Theg \ {v} is the blowing-down ofG \ {v} at w, so there is
an equivalence of weighted grapbs\ {v} ~ G \ {}. In particular, the lemma is true
whenevern = 0.

Considern € N\ {0} such that the lemma is true for alf (v) and G, ) satisfying
min( (G, v), (G, ¥)) < n. Consider ¢, v) and G, v) such that min(G, v), 1(G, v)) = n.

Choose an elemengg, vo) of the set{(G,v), (G, )} such that (Go,vo) = n, and let
(G4, vp) denote the other element of the set. By Lemma 5.6, thereseai®lowing-up
(Go, vo) < (G1, v1) such thatl(G;, v1) = n— 1. Theng; is the blowing-up ofGy at x,
wherex is either the distinguished vertay or an edge{vg, u} with u a neighbour of
vo in Go. As the distinguished vertices ofq, vo) and Gy, vy) are the samevg = v
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becausev = v), and the neighbours of that vertex are the sam&gdnand in G, it
makes sense to blow-ul, at x, and this gives rise to a blowing-ug{, vy) < (g1, v1)

of weighted pairs. Let us change the notation again and septehe two blowings-up
(Go, vo) <= (G1, v1) and Gy, vg) < (1, v1) as

(G,v) < (H,e) and @, 7v) <« (H,8 (in some order).

Note thatw is a contractible vertex of#{, €), and that ¥, & is the contraction of
(H, e) at w. We have

min((#, €), | (H, &) = min((G1, v1), 1 (Gy, v})) < 1(G1, v1) = n—1,

so the inductive hypothesis implies tH&#, €) = I (#,€), which is equal ton—1. Thus
(G, v) <1+I(H,e)=nandl(G, ) <1+I(#H, & =n, so

max((G, v), (G, 7)) < n = min((G, v), 1(G, D))

and consequently(G, v) = I(G, 7). O
NOTATION 5.9. Given integery, . . ., X, andi € {1,..., n}, the weighted pair
X1 X1 X X1 Xn

(where the asterisk indicates the distinguished vertex) is denoted by
[le ceey Xio1, Xi*v Xitdy oo Xn]-
Observe that there is an equality of weighted pairs
[X1, ..., Xi—1s Xy Xitdy - v s Xnl = [Xny - - - Xit1y X'y Xic1y - - s X].
Lemma 5.10. If I[-2, -1*, —1, —3] < oo, then
I[-3,-1%,-1,-2] <I[-2,-1*, -1, -3].

Proof. Suppose thag(v) = [-2,—1*,—1,—3] is erasable and observe th&f,v) >
0. Pick a sequence (11) such tigat\ {e,} ~ @ and such thah = (G, v). Then G, €1)
is a good blowing-up of{, v) and one of the following holds:
(@) (G, &) is the blowing-up of ¢, v) atv

(b) (G, &) is the blowing-up of @, v) at the edge 1%, —1]
(c) (Gi, &) is the blowing-up of ¢, v) at the edge {2, —1*].
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In case (a), one of the connected componentg;of {e,} has the form

B
(12) (for somez € Z)

—2 z -1 -3

where every vertex in the brandh has weight strictly less thanl (and B might be
empty). This is absurd, because the weighted graph (12)ti®aquaivalent to. Thus
case (a) does not occur.

In case (b), Remark 5.3 (b) implies thad;(e;) is not erasable, which is absurd;
so case (b) does not occur either.

In case (c) we havedq,e;) = [—3,—1*,—2,—1,—3], and the contraction ofg, e;)
at its contractible vertex isg, &) = [-3, —1*, —1, —2]. Consequently

I[-3,—1%, —1,-2] = (G, &) = | (G1, &) < (G, v) = I[-2,-1", -1, 3]
(where we used Lemma 5.8), and this proves the lemma. ]
Lemma 5.11. If x < -2 and [[-1*, —1, X, —4] < oo, then
I[-1%, -1, x, —4] > 1[-3, -1*, -1, -2].

Proof. Letx <-2, let G,v) =[-1*,—1,x,—4] and suppose tha{G,v) < co. As
1(G,v) > 0, there exists a good blowing-ug’(v’) of (G,v). By Remark 5.3 (b),&’,v")
cannot be the blowing-up ofG( v) at the edgef1*, —1]; so G, v') is the blowing-up
of (G, v) atv, i.e., (g/i V') = [-1*, -2, -1, X, —4]. The contraction of @, v’) at its
contractible vertex isq/, v') = [-1*, —1,x + 1, —4], so

I[-1%, =1, x +1,-4] = (G, ') = (G, V') < (G, v) = I[-1*, =1, X, —4].
More precisely, we have shown thatif< —2 andI[-1*, —1, X, —4] < oo then
[-1%, =1, x, —4] > I[-1*, =1, x + 1, —4].
By induction it follows that ifx < —2 andI[-1*, —1, X, —4] < oo, then
I[-1%, -1, x, —=4] > I[-1*, -1, -1, —-4] = I[-1*, 0, 3]
(where the equality follows from Lemma 5.8); so there onlypnains to show that

(13) I[-1%, 0, -3] > I[-3, 1%, -1, —2].

This is obvious ifl[—1*, 0,—3] = oo, SO let us assume thit—1*, 0, —3] < oco. Let
(G,v) =[-1%,0,-3]. Asl(G,v) > 0, there exists a good blowing-ug’(v’) of (G, v).



498 D. DAIGLE AND A. MELLE-HERNANDES

By Remark 5.3 (a), ¢, v') cannot be the blowing-up ofG( v) at v, so it must be
the blowing-up of G, v) at the edge 1%, 0]; so @', v') = [-2, —1*, -1, —3] and
consequently

(14) I[-2, —1%, —1,-3] = (G, v') < 1(G, v) = I[-1%, 0, —3] < oc.

As I[-2,—-1*,—1,—-3] < oo, Lemma 5.10 implies thdf—3,-1*, -1,-2] < I[-2,-1*%,
—1,-3], so (14) gives

-3, -1, -1,-2] < I[-2, -1%, -1, -3] < I[-1%, 0, -3].

So (13) is proved and we are done. L]

Lemma 5.12. If x < -2 and I[-1, —1%, X, —4] < oo, then

[-1,-1%, x, —4] > I[-3,-1%, -1, -2].

Proof. LetE be the set ofx € Z satisfyingx < —2 and
(15) I[-1,-1*,x,—4] <00 and [[-1,-1% x,—4] <I[-3,-1%, -1,-2].
It suffices to show thaE = @. By contradiction, suppose th& # @ and pickx € E.
Let (G,v) =[-1,-1*,x,—4]. Thenl(G,v) < oo and|(G,v) > 0, so there exists a good
blowing-up @', v") of (G, v). By Remark 5.3 (b), &', v') cannot be the blowing-up of
(G, v) at the edge 1, —1*]; so one of the following conditions must hold:
(& (@, v) is the blowing-up of G, v) at v
(b) (@', V') is the blowing-up of G, v) at the edge £1*, x].
In case (a), the contraction of( v") at its contractible vertex is

G, v) =[-1*, -1, x, —4].

Thus|[-1*, -1, x, —4] = (', ?') = (G, V') < I(G, v) < oo, SO Lemma 5.11 implies
thatI[-1*, -1, x, —4] > |[-3, —1*, —1, —2]. This gives

I[-3,—-1%, —-1,-2] < I[-1*, -1, %, —4] < (G, v) = I[-1, —1%, x, —4],
which contradicts (15) (and (15) holds singe= E). Thus case (a) does not occur.
In case (b), ¢, v') =[-1,—-2,—1", x — 1, —4]. The contraction of &, v') at its
contractible vertex isq’,v") = [-1,—1*,x—1,-4], sol[-1,—-1*,x—1,-4] =1(G',v") =

(G, V) < (G, v) =I1[-1, —1*%, X, —4]. In fact we have shown:

if xeE then I[-1,-1",x—1,-4] <I[-1,-1",x,—4] and x—1¢€E.
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This implication together withE # @ imply the existence of an infinite descending
sequence

I[-1,-1%, x,-4] > I[-1, -1, x—1,-4] > I[-1,-1*, x - 2,-4] > - -
of natural numbers, which is absurd. = @ and we are done. O
Lemma 5.13. [-3,—-1%, —1,—2] is not erasable.

Proof. We prove this by contradiction. Lefq, eg) = [-3, —1*, —1, —2] and as-
sume that Go, &) is erasable. A$(Go, &) > 0, there exists a good blowing-ugs( e1)
of (Go, &). There are three possibilities:

(@) (G1, &) is the blowing-up of Gy, &) at
(b) (G1, &) is the blowing-up of Gy, &) at the edge f1*, —1]
(¢) (Gi, &) is the blowing-up of G, &) at the edge §3, —1*].

Consider case (a). Letj{, &) be obtained from{y, ;) by performing two con-
tractions at contractible vertices. The@i(&) = [-1*, 0, —3], so|(Gy, &) > 0, so
(G1, &) has a good blowing-upGé, &). By Remark 5.3 (a), the blowing-up of{, &)
at & is not good; so @, &) must be the blowing-up of(4, &) at the edge {1*, 0],
i.e., G2, &) =[-2,-1*, -1, -3]. Then

I[-2,-1%, =1, 3] = (G2, &) < 1(G1, &) = (G, €1) < |(Go, &)
—=1[-3, 1%, -1, -2],

sol[—-2,-1*% —-1,-3] < I[-3,-1*, —1, —2] < o0, which contradicts Lemma 5.10. So
case (a) cannot occur.

In case (b) we haved, e;) = [-3, -2, —1*, —2, —2], which is not erasable by
Remark 5.3 (b). So case (b) does not occur either.

In case (c) we havegg, e)) = [-4, —1*, -2, —1, —2]. Let (G1, &) be obtained
from (G1, e1) by performing two contractions at contractible vertic@hen G, &) =
[—4,—1*%,0], sol(G1,&) > 0, so G1,&) has a good blowing-upg, &). In fact G, &)
must be the blowing-up ofd, &) at the edge£1*, 0], otherwise Remark 5.3 (a) gives
a contradiction. Sody, &) = [-4,—2,—1*, —1] = [-1,—1*, —2,—4] and consequently

|[_1! _1*! _21 _4] = |(g_21 éZ) < |(él: él) = |(g1, el)
< 1(Go, &) =1[-3, -1, -1, -2].

We conclude that
I[-1, -1%, -2, -4] < I[-3, -1, -1, —2] < o0,

which contradicts Lemma 5.12. So we are done. O
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Proposition 5.14. Let xe Z \ {—2} and ye€ Z. Then the two weighted pairs

~1
y

N

1 X 2 1 2

are not erasable.

Proof. Let G,v) be the weighted pair which looks like a triangle, in the estagnt
of the proposition, and (proceeding by contradiction) assithat ¢, v) is erasable.
Since x # —2, we haveg \ {v} # @, sol(G, v) > 0. Pick a sequence (11) such that
Gn \ {&n} ~ @ and such than = [(G, v); note that ¢, ) is a good blowing-up of
(G, v). If (G1, &) is the blowing-up of ¢, v) at v then G, \ {&,} contains a simple
circuit, which contradictg, \ {e,} ~ &; so G, €1) is the blowing-up of ¢, v) at one
of the two edges incident te. Consequently, d;, €) is either as in (16) or as in
(17), below.

Consider the case whergy( &) is as follows:

w

Thenw is a contractible vertex and iG{, &) denotes the contraction of{, &) at w
then Gy, &) is isomorphié to (G, v). This isomorphism implies thd(Gy, &) = | (G, v)
but on the other hand Lemma 5.8 implies théf:, &) = 1(G1, &) < (G, v). This
contradiction shows thaigg, e;) cannot be as in (16).

The only other possibility is thatgg, ;) be as follows:

-2
AN
w
o) X

Now we must havex = —1, otherwiseg, \ {e,} would not contain any vertex of weight
(—1) and hence would not be equivalent to the empty weighteghgr&ow is a con-
tractible vertex and the contractiogy( &) of (Gi, &) at w is isomorphic to §, v).
This leads to the same contradiction as in the first case, shawe shown that{, v)
is not erasable.

From now-on let @, v) be the weighted pair on the right-hand-side, in the statéme
of the proposition; proceeding again by contradictionuass that ¢, v) is erasable. It

3The definition ofisomorphism of weighted paiiis the obvious one.
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is clear thatG \ {v} # @, sol(gG, v) > 0. Pick a sequence (11) such titat\ {e,} ~ @
and such thah = I(gG, v), and note that{;, e;) is a good blowing-up of{, v). One of
the following holds:
(@) (Gi, &) is the blowing-up of @, v) at the edge which contains the vertex of
weight y
(b) (G1, &) is the blowing-up of @, v) at the distinguished vertex
(c) (Gi, &) is the blowing-up of G, v) at an edge which does not contain the vertex
of weight y.

In case (a), one of the connected component§,0f{e,} has the following shape:

B
(18) (for somez € Z)

whereB represents a (possibly empty) branchggfi {e,} atv; so the weighted graph (18)
is equivalent tog. However, (18) is not equivalent t&. Indeed, if it were, then we
would haveB ~ @ and in fact (18) would contract to

(19) 51—, (forsometez)
but clearly the graph (19) is not equivalent@o So (18) is not equivalent t@ either,
which rules out case (a).

In case (b),Gn \ {e,} has a connected component as follows:

(20) (for somez € Z)

where B might be empty and all vertices @& have weight strictly less thanl. This
implies that the weighted graph (20) is equivalent to the tgngpaph. However, (20) is
not equivalent toz. Indeed, if it were then we would have ~ @, so in factB = @,
then (20) would be of the form (18) and hence would not be edemnt to. So (20)
is not equivalent taz and case (b) is ruled out.

Consequently case (c) must occur, i.€;,(@€:) must be the blowing-up of{, v)
at an edge which does not contain the vertex of weightNote that, although there
are two such edges, only one case needs to be consideredsbemalautomorphism
of (G, v) interchanges the two edges. Also observe that, if the wesfeweight y is
called w, thenw has the same weight i and in G,; consequentlyy = —1, because
Gn \ {&n} must have a vertex of weightl and all vertices ofj, \ {&,, w} have weight
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strictly less than—-1. So @, e1) is the following weighted pair:

Then w is a contractible vertex and the contraction ©f,(e)) at w is (Gi, &) =
[-3, —1*, =1, =2]. Thenl[-3, —1*, =1, =2] = |(G1, &) = 1(G1, €1) < (G, v) < oo,
which implies that £3,—1*,—1,—2] is erasable. This contradicts Lemma 5.13, so the
proof is complete. ]

The next proof requires familiarity with the classical wotiof dual graph (see for
instance 2.4). IfD is an SNC-divisor of a nonsingular projective surfagewe write
G(D, §) for the dual graph oD in S. Recall in particular that/(D, S) is a weighted
graph. See Definition 3.2 for the definition of “chain”.

Proposition 5.15. No triple (Yo, D, L) satisfies the following condition@)—(iii):
(i) Yo is a nonsingular projective surface and, D C Yy are irreducible curves.
(i) L is nonsingularL? =0 and D-L = 2.
(iii) There exists a chain oYf—l Y1 DAL Yn such that N> 1 and if Dy C Yy,
Ly C Yn, @and G C Yy denote respectively the strict transforms of &f L, and of
the exceptional curve af;, then

e the subset QU Ly UGy U---UGy_1 of Yy is the exceptional locus of a

birational morphism ¥, — S where S is a nonsingular projective surface

e L% #-1inYy.

Proof. By contradiction, assume thafy( D, L) exists and consideYy Sy &
il Yn as in the statement, wherg: Y, — Y;_; is the blowing-up at the point
Qi €Yi_1. Let Dj,Lj CY; be the strict transforms dDg = D and Ly = L respectively;
we write G; C Y; for the exceptional curve of; and, ifi < j < N, the strict transform
of Gj in Y; is also denoted bys; C Y;j. For eachi € {1,..., N}, let A; denote the
reduced divisorD; + L + G + --- + G; of Y;. Let Q denote the reduced divisor
Dn+Ln+Gi+ -+ Gnog Of Yy, ie, 2 = Ay — Gy,

As suppf2) is the exceptional locus of a birational morphisfh,is an SNC-divisor
of Yy which has at least one-(L)-component. Becaude? # —1, it follows thatD3 =
—1 and thatDy is the only 1)-component of2. Moreover, there must holuﬁ‘ <-1
(soN>2, Q1€ LgandQ; € L;). Also note thatDy - Ly <1 <2 = Dg- Lo, SO
Q1 € Dg N Lo. We record:

(21) Qj_ € Lo N Do and Q2 elLiNGy.

Suppose thaQ; is a singular point oDy. ThenDg-Lg = 2 implies thatD;NL; =
@ and thatD; - G; = 2; then (21) implies thaQ, ¢ D1 and hence thatQy - G1)y, =
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(D1 - G1)y, > 1, which contradicts the fact th& is an SNC-divisor. This shows that
Q1 is a regular point ofDg. As Dy is nonsingular andr; o --- o o iS @ chain, it
follows that Dg is nonsingular.

Consider the case whefl@, N Ly is one point (so it isQ1). Then it follows from
(21) thatA, = Dy, + Lo + G; + G2 is an SNC-divisor ofY, whose dual graph is

y
(22) g(Az, Y2)Z %
-2 -1 =2

wherey = D§ € Z and whereG; is the vertex indicated by an asterisk Then A; =
Di +Li + Gy +---+ Gj is an SNC-divisor ofY; for eachi € {2,..., N}, and

(G(Az, Y2), Ga) <= -+ < (G(AN, YN), GN) = (G, V)

is a sequence of blowings-up of weighted pairs (cf. Definitm1). The weighted
graphg \ {v} is equal toG(£2, Yn), which is equivalent to the empty weighted graph
since supmR) is the exceptional locus of a birational morphism. So théghted pair
(g(Az,Yz), Gz) is erasable, i.e., the weighted pair pictured in (22) isakes and this
contradicts Proposition 5.14.

This shows thatDy N Lo contains more than one point. Then it follows from (21)
that A; = D1 + L; + G; is an SNC-divisor ofY; whose dual graph is

-1
(23) G(a1, V): A
1 X
wherex = D? > D% = —1 and whereG; is the vertex indicated by the asterisk. Then

(G(A1, Y1), G1) <= --- < (G(An, Yn), GN) = (G, v)

is a sequence of blowings-up of weighted pairs such ¢hafv} = G(2, Yn) ~ @. So
the weighted pair(g(Al, Y1), Gl) is erasable, i.e., the weighted pair pictured in (23)
is erasable. This contradicts Proposition 5.14, so thefgmoomplete. ]

6. Existence of a dicritical of degree 1

6.1. Dicriticals. Let A be a pencil without fixed components on a nonsingular
projective surfaceS and ®,: S --> P! the rational map given byA. Choose a
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commutative diagram

S

(24) )

Pl

S
1

v
where S is a nonsingular projective surface, is a birational morphism an@’, is a

morphism, and consider the exceptional lodus= exc(r) C S of 7. The horizontdl
curves included ir€ are called thdicriticals of diagram (24). IfE C £ is a dicritical

of (24) then the compositiofe — ¥ plisa surjective morphisnfg: P — P%;
the positive integer dedg) is called thedegree of the dicritical E

Suppose that diagram (24) has 0 dicriticals, of degrees, ..., ds respectively.
Then the numbes and the unordered-tuple [dy, ..., ds] are uniquely determined by
A, i.e., are independent of the choice of a diagram (24) whésvolves the points of
indeterminacy of®,. So it makes sense to speak of the number of dicriticalsA'tf
and of the degrees of these dicriticals.

The main objective of this section is to prove:

Theorem 6.2. Let C C P? be a unicuspidal rational curve with distinguished
point P and letAc be the unique pencil of?? such that Ce Ac and Bs(Ac) = {P}.
If C is of nonnegative type thenc has eitherl or 2 dicriticals, and at least one of
them has degreé.

The fact thatAc has either one or two dicriticals easily follows from Propos
ition 4.5 (f); the real contents of the theorem is the clairattthere exists a dicritical
of degree 1.

The proof of the Theorem makes use of Proposition 5.15 (sedast sentence of
the proof). The following notation is also needed:

6.3. Let @,b) € Z? be such that mir,b) > 1. Consider the Euclidean algorithm
of (a, b):

Xo = O1X1 + X2,

Xp—2 = Qp-1Xp-1 + Xp,

Xp-1 = QpXp

4A curve E c Siis vertical if W, (E) is a point, horizontal otherwise.
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wherexg = b, X1 = a, all x; and g, are positive integers angy > --- > X, > 1 (so
that gcd@, b) = xp). We define the finite sequen&a, b) by

S@ b)) = (X1, ..., X1, ..oy Xp=1, + « o1 Xp=1, Xpy -+ + s Xp)-

gy times Qp-1times qp times

Note thatS(a, b) = S(b, a). It is well known and easy to verify that if we change the
notation toS(a, b) = (r1, r2, ..., ry) then

n n
(25) Y ri=a+b-gcda,b) and Y rZ=ab

i=1 i=1

The proof of Theorem 6.2 also requires the following fact.

6.4. Considels, Tm, St Ima S where, foreach =1,....m, 7i: § —
S_; is the blowing-up of the nonsingular projective surfége; at a pointP, € S_;.
Let B = =, }(P) C § for eachi = 1,..., m. Given a curveH, C &, and giveni, j
such that 1=i < j <m, let (E - Hj)s denote the intersection number # of the
curvesE; C §; and Hj C S, whereE; and H; denote the strict transforms & C §
and Hy C S, respectively.

Lemma 6.5. Let the setup and notation be asémt. Then for each je {1,...,m},
there exists &-linear map T: Z™ — Z! with the following property

(E1- Hm)s, (E1- Hj)s
for every curve HC S, T, : = :
(Em- Hm)Sn (Ei : Hj)S;

Proof. If j = m then the claim is trivial. Assume thgt< m (in particularm >
2). For eachk = 2, ..., m, define theZ-linear mapL: ZX — Z*1 by

X1 X1 + ep (E1)X«
Lef ¢ | = : :

Xk Xk—1 + €p, (Bx-1)X«

whereep, (E;) is the multiplicity of the pointP € S_; on the curveE; C S_1. Note

thatL,,..., Ly, are completely determined by the sequeﬁg.e”—m> Y S. We leave
it to the reader to verify thalj = L 10---0 Ly has the desired property. ]

Proof of Theorem 6.2. Le€ C P? be a unicuspidal rational curve of nonnegative
type, with distinguished poinP. Let the notation be as in Notations 4.4 and Propos-
ition 4.5, and note that\,, is a P'-ruling by Proposition 4.5 (c). The dicriticals of



506 D. DAIGLE AND A. MELLE-HERNANDES

Ac are theE; C S, which are horizontal, i.e., which are not included in the pup

of an element ofAn,. So, by Proposition 4.5 (f)Ac has either one or two dicriti-
cals. To prove that at least one dicritical has degree 1, we & show that there
existsi € {1,..., m} such thatE; is a section ofAn, i.e., (E - D)s, = 1 for all

D € An. Note thatA,, does have a section by Gizatullin’s Theorem 2.5; however, we
don't know a priori whether a section can be found amongEheProceeding by con-
tradiction, we assume that ng is a section ofAn,. As Cy, € A by Proposition 4.5
(b), it follows that

(26) forall ie{l,....m}, E-Ch#1l (inS).
Then in S,, we have
(27) En-Ch>1 andforall i <m we have EENC, =d.

Indeed,En, - Cry = ep,(Cr—1) = 1 and (26) implies that the inequality is strict. If for
somei < m we haveE; N Cy, # @ then the fact thag N Cyp, = {Pny1} = EmN Chy
implies that ming; - Cy, Em - C) = €p,,,,(Cm) = 1, which contradicts (26). So (27)
is true.

Consider the multiplicity sequencey(.. ., rm,) wherer; = ep(Ci_1) = (Ei - Ci)s,
and note that

m>1

by the first part of (27). Letl = degC). As C2 =0 andCn, =~ P, we have 0= C2 =
C2-Y" r2=d2-3>"",r2 and (by the genus formulafi¢1)(d—2) = >/, ri(ri —1).
It follows that

m
(28) d>=>"r? and 3-2=>"r.

i=1 i=1

Note that (1,...,rm) cannot be a constant sequeneg.(,a) because equations (28)
would then readd?> = m& and 3l — 2 = ma, and these have no solution in integers
with a > 1. We point out thatm > 2, for otherwise , ..., rn) would be constant.
From the second part of (27) and the fact that (. ., ry) is not constant, we deduce
that (1, ..., rm) has the following description: there exisii(bi), ..., (an, bn) € Z2
(for someh > 1) such that
e min(g,b)>1forallie{l,...,h}

e g.,1=gcd@,b) foralie{l,...,h—1}

e a >--->a, > an 1, Where we define, 1 = gcd@n, br)

o (r1,-...rm) = (S(as,by), ..., San,bn), (an+1)e) for somee > 0, where each sequence
S(a;, by) is defined as in 6.3 and wheren(1)e is the sequenceafy, ..., an,1) wWhere
an,1 occurse times.
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By 6.3, the last term of the sequen&ay, by) is gcd@n, by) = any1; SOrm = apss
holds whene = 0, and obviously it also holds whess# 0. So

ahy1=Im>1

in all cases. By (28) and (25),
h
d>=> ab +edq,,
i=1

and sinceay,; divides eacha, and eachb; it follows that aﬁH | d> and hence that
ah.1 | d. The other part of (28) gives

h h

3d—2=) (@& +b —a.1) +ea=a+ (@~ DLana+ )b,
i=1 i=1

SO an,1 | 2 and consequently
(29) m=apt1 = 2.

Define the integers =d/2, o = a/2 (1<i <h+1)andg =b/2 (1=<i <h).
Then o1 = ged;, i) for alli € {1,...,h} anda; > -+ > ap > apy1 = 1. The
above equations vyield:

h h
Szzzaiﬂi—i-e, 35=a1+e+Zﬂi-
i=1 i=1

Suppose thap is a prime number which divides bothanday,. Thens? = 0 (mod p)
and 3 = B, (mod p), so p| Br and consequently | gcdn, Bh) = anye1 = 1, which is
absurd. This contradiction shows that ged(,) = 1, and sincex, > 1 we have shown
thate > 0. This has the following consequence:

(30) the only i <m which satisfies EENEn#@ (in Sy)is i =m—1.

As P, € Ej_; for all i > 1 (cf. (10)), we see in particular thay" , E; is connected; by
(30), it follows that the subsef = Uimz’ll Ei of S, is connected. As each irreducible
component of€ is vertical by (27) and Proposition 4.5 (e), it follows that

(31) € Csuppf) for some F € Ap
because distinct elements af,, have disjoint supports. We claim:

(32) if Ge A andG # F thenG is irreducible and reduced.
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By contradiction, suppose th& € A, \ {F} is not irreducible and reduced. Then the
support ofG is a union of at least two curves (otherwise we would h@ve- NG, for
somen > 2 and some diviso6, of S,,, and this would contradict the fact Theorem 2.5
that A, has a section). Let C S, be an irreducible component @. As E is
horizontal and€ < suppf), G does not contain an¥;, so the image oL in & (via
m1o---0my) IS a curveLg C S. As @ # LoNC C Bs(Ag) = {P1}, we haveP; € L,
soLN(EUER) # @; asLNE C suppG) NsuppfF) = &, we havel - E, > 0 (for any
irreducible component. of G). As G- E,, = Cy,- Em, =rm = 2, and sinceG has at
least two irreducible components, it follows that= L + M whereL, M are distinct
prime divisors,L-En,=1=M-EnandLNE& =@ = M NE. Moreover, Gizatullin’s
Theorem 2.5 implies that =~ P! =~ M and thatL? = —1 = M2

Let Li € § be the strict transform of.g on § and note thatL, = L. By the

above observations we haw € Lj_, for all i € {1,..., m} and L,, satisfiesL, =~
P! and LZ = —1. Definem(Lo) = (r}, ..., r}) by r/ = ep(Li—1) = (E - Li)g and
let us comparean(Lg) with the sequencen(C) = (ry, ..., rm) which we have already

considered. We claim:

(33) €1, .. ) =205, ..., 1)
(E1-Cms, 0 (E1-Lm)s, 0
To see this, note th : =1]:]and : =1 :1,so
: 0 | 0
(Em : Cm)ST. 2 (Em . |—m)Sn 1
(E1-Cm)s, (E1-Lm)s,
(34) : =2 !
(Em‘cm)sn (Em‘ |-m)S¢n
By Lemma 6.5, for each € {1,..., m} there exists &-linear mapT;: Z™ — Z)

which is completely determined by the sequen&,eﬂ N S and which has the
following property: given a curvéHy C § and its strict transfornH; on §;,

(E1- Hm)s, (E1- Hj)s
TJ . = .

(Em‘ Hm)Sn (Ej - Hj)Sj

By (34) and linearity ofT; it follows that (E; - Cj)s, = 2(Ei - Lj)s for all i, j such
that 1<i < j =m, so in particularrj = (Ej - Cj)s = 2(E;j - Lj)s = 2rj for all
j €1{1,..., m}. This proves (33).

Let d = deglo). As Lm =Pl andL2 = -1, d —1)d' —2)=Y",r/(/ - 1)
and @)% =Y",(r)>-1,s0 3" =1+ )" r/. Doubling the last equation and using



UNICUSPIDAL RATIONAL PLANE CURVES 509

the second part of (28) gives
m m
6d' =2+ ()=2+) r =2d,
i=1 i=1

sod = 2d. Then
m m
> =4d)P?=4) () -4=>) r7-4
i=1 i=1

contradicts (28), and hence (32) is proved.

By Gizatullin’s result 2.5 we may choose a sectiznc S, of A, and consider
the birational morphismp: S, — F whose exceptional locus is the union of the curves
in S, which are A-vertical and disjoint fromX. Recall from the same result The-
orem 2.5 thafF is one of the Nagata—Hirzebruch ruled surfaces and that p.(Am)
is a base-point-free pencil di each of whose elements is a projective line. We have
exc(p) < suppF by (32), so the number of irreducible components of gxdé 1 less
than the number of irreducible components of skpfas exactly one component &f
meetsT). Recall that the canonical divisoiép. and Ky satisfy KZ = K2, — 1; so,
consideration of

P2=S LS OF

(wherer = m10---0my) shows thato contracts exactlyn—1 curves, and hence that
has exactlym irreducible components. A8 C supp(), it follows that suppfF) = TUE
for some curvel' C S, such thatl’ ¢ £, and where we must havé® = —1 since no
component of€ has that property. We havé N £ = @, for otherwise Theorem 2.5
would imply thatF has a £1)-component other thali, which is not the case. Note
that I' # En, since En, is horizontal, sol” is not anE;. It also follows that exactly
one elementj € {1,...,m—1} is such thatp(E;) is a curve; in factE; is the unique
component ofF which meetsx and consequentlp(E;) is an element ofL. Let us
also observe that exef =T U |J,., Ei, wherel ={1,...,m—1}\ {j}, so p(En) is

a curve.

Let us state some properties of the triph),(D, L), where we defineYy = F,

D = p(Em) and L = p(E;) (the symbol 1" was used in an earlier part of the proof,
but we give it a new meaning here). Obviously,
(i) Yo is a nonsingular projective surface and, D C Yy are irreducible curves.
We also observe:
(i) L is nonsingularL?=0and D-L = 2.

Indeed, we have already noted thate I, so L is nonsingular and.? = 0. As
Em-Cm = 2 and (since exg() € suppF) p is an isomorphism in a neighborhood of
Cn, it follows that D - p(Cr) = 2; noting thato(Cr,) € L, it follows thatD - L’ = 2 for
any L’ e L and in particular (ii) is true. Next we nofe:

5See Definition 3.2 for the definition of “chain”.
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(i) There exists a chaingf<s Y; <= --- <% Yy such that N> 1 and, if Dy C Yx,
Ly C Yn, and G C Yy denote respectively the strict transforms of @ L, and of
the exceptional curve af;, then

e the subset QU LNy UGy U---UGy_1 of Yy is the exceptional locus of a

birational morphism ¥ — S where S is a nonsingular projective surface

e L% #-1inYy.

This is obtained fromp: S, — F by changing the notation: lel = m—1 and
factor p as S, = Yy NS Yo = F, where eachs; is a blowing-up at a point.
Just after (28) we noted that > 2, soN > 1. The fact that the blowing-up sequence
(o1, ...,0n) is a chain follows from the fact that exg( =TI U |, Ei (wherel =
{1,...,m=1}\ {j}) has exactly one-{1)-component. We hav&y =T, Dy = Ep,
and Ly = Ej, so in particularL # —1. The subseDy U Ly UGy U---U Gn_y of
Yn = Sy is equal toUim=1 E;i, which is the exceptional locus of the birational morphism
w0 0my. So (iii) is true.

By Proposition 5.15, no tripleYp, D, L) satisfies (i)—(iii). This contradiction com-
pletes the proof of the theorem. ]
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