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Abstract

We establish approximate Rolle’s theorems for the proximal subgradient and for the gene
gradient. We also show that an exact Rolle’s theorem for the generalized gradient is complete
in all infinite-dimensional Banach spaces (even when they do not possess smooth bump func
 2003 Elsevier Inc. All rights reserved.
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1. Introduction

Rolle’s theorem in finite-dimensional spaces states that, for every bounded ope
setU of R

n and for every continuous functionf :U → R such thatf is differentiable
in U and constant on the boundary∂U , there exists a pointx ∈U at which the differentia
of f vanishes. Rolle’s theorem does not remain true in infinite-dimensional Banach s
It was Shkarin [12] that first showed that this theorem fails for infinite-dimensional s
reflexive spaces and for nonreflexive spaces with equivalent Fréchet differentiable
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Other explicit counterexamples were constructed forc0 and �2 by Bès and Ferrera [5
and independently by Ferrer [10]. The class of spaces for which Rolle’s theorem fai
enlarged in [1], where it is shown that Rolle’s theorem fails in all infinite-dimensi
Banach spaces which have smooth norms. On the other hand, Rolle’s theorem is t
true in all Banach spaces which do not admit smooth bump functions. Therefore, in
cases, Rolle’s theorem is either trivially true or (nontrivially) false. In this setting it
been recently proved [4] that in fact this is what happens in all infinite-dimensiona
nach spaces, that is, a Banach spaceX has aCp smooth (and Lipschitz) bump functio
if and only if there exists a bounded open (contractible) subsetU of X and aCp smooth
(and Lipschitz) functionf :X → R such thatf = 0 onX \ U and yetf ′(x) �= 0 for all
x ∈U (that is, Rolle’s theorem fails inX); herep ∈ N∪{∞}. Despite the failure of Rolle’s
theorem in infinite dimensions, the following approximate version of the result rem
true in all Banach spaces, as it was proved in [3].

Theorem 1.1.Let U be a bounded connected open subset of a Banach spaceX. Let
f :U → R be a continuous bounded function which is Gâteaux differentiable onU . Let
R > 0 andx0 ∈ U be such thatdist(x0, ∂U) = R, and suppose thatf (∂U) ⊆ [−ε, ε] for
someε > 0. Then there exists somexε ∈U so that‖f ′(xε)‖ � ε/R.

Natural extensions of this result are worth exploring within the various theories of
differentiability. In [1,2], a version of this result for Fréchet and Gâteaux subdifferen
was proved (together with a subdifferential mean value inequality theorem which wa
improved by Godefroy [11], see also [7]), for the class of Banach spaces which p
(Fréchet or Gâteaux) smooth Lipschitz bump functions. In particular it was shown
for every Banach spaceX with a Fréchet smooth and Lipschitz bump, every continu
bounded functionf :B(0,1) → R which oscillates between−ε andε on the unit sphere
S(0,1) must satisfy that inf{‖p‖: p ∈ D−f (x)∪D+f (x), ‖x‖< 1} � 2ε. HereD−f (x)
andD+f (x) stand for the sets of Fréchet subdifferentials and superdifferentials, re
tively, at a pointx, andB(0,1) is the unit ball of the spaceX. In this paper we will establis
similar results for other important kinds of subdifferentials. In Section 2 we obtain a
proximate Rolle’s theorem for the proximal subgradient in real Hilbert spaces. In Sec
we first prove that an exact Rolle’s theorem for the generalized gradient is false
infinite-dimensional real Banach spaces, even for spaces which do not possess any
bump functions. More specifically, we show that ifX is an infinite-dimensional real Ba
nach space, there are Lipschitz functions defined on the closure of a bounded con
open setU which vanish on the boundary∂U and yet, for allx ∈ U and all functionals
p in the generalized gradient∂f (x) of the functionf at x, we have thatp �= 0. That is,
Rolle’s theorem also fails when the differentiability assumptions on both the space a
function are weakened and replaced by mere Lipschitzness of the function, and all th
eralized gradients are considered. Notice that, since the generalized gradient cont
the known subdifferentials and superdifferentials, this is close to be the most radica
of failure that an exact Rolle’s theorem for subdifferentials may suffer. It is thus nece
to consider alternative approximate results: in the last part of the paper we deal w
approximate version of Rolle’s theorem for the generalized gradient, which we show
true in all real Banach spaces. To finish this introduction let us quote one of the versi
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Ekeland’s variational principle, which is an important ingredient in many of the proo
this paper. A proof can be found in [9], for instance.

Theorem 1.2(Ekeland’s variational principle).LetX be a Banach space, and letf :X →
[−∞,+∞) be a proper, upper semicontinuous function which is bounded above. Letε > 0
andx0 ∈X be such thatf (x0) > sup{f (x): x ∈ X} − ε. Then, for eachλ with 0< λ< 1,
there exists a pointx1 ∈ Dom(f ) such that

(i) λ‖x1 − x0‖ � f (x1)− f (x0);
(ii) ‖x1 − x0‖< ε/λ;
(iii) λ‖x1 − x‖ + f (x1) > f (x) wheneverx �= x1.

Throughout the paper,B(x, r) andS(x, r) stand for the open ball and the sphere
centerx and radiusr, with respect to the norm under consideration, whileB(x, r) is the
closed ball of centerx and radiusr.

2. An approximate Rolle’s theorem for the proximal subgradient

Definition 2.1.Let X be a real Hilbert space. A vectorζ ∈ X is called aproximal subgra-
dient of a lower semicontinuous functionf at x ∈ Dom(f ) provided there exist positiv
numbersσ andη such that

f (y)� f (x)+ 〈ζ, y − x〉 − σ‖y − x‖2 for all y ∈ B(x,η).

The set of all suchζ is denoted∂pf (x), and is referred to as theproximal subgradient, or
P-subdifferential. In a similar way, we may introduce theproximal supergradient. For an
upper semicontinuous functionf , we say thatζ ∈ X is aproximal supergradientof f at
x ∈ Dom(f ) provided there exist positive numbersσ andη such that

f (y)� f (x)+ 〈ζ, y − x〉 + σ‖y − x‖2 for all y ∈ B(x,η).

We will denote the set of all suchζ by ∂pf (x).

In the proof of one of the main results of this section we will use the second-
smooth variational principle of Deville et al. The following theorem is a weak restate
of this variational principle in the case whenX is the Hilbert space. For the general sta
ment and a proof, see [8]. The following notation is used:‖ϕ‖∞ = sup{|ϕ(x)|: x ∈ X},
‖ϕ′‖∞ = sup{‖ϕ′(x)‖: x ∈X}.

Theorem 2.2.LetX be a real Hilbert space,F :X → (−∞,∞] be a proper, lower semi
continuous function which is bounded below. Then, for everyδ > 0 there exist aC2 smooth
functionϕ with bounded derivatives, and a pointx0 ∈X such that

(1) F − ϕ attains its minimum onX at the pointx0;
(2) ‖ϕ‖∞ < δ and‖ϕ′‖∞ < δ.
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Finally, we will also need the following fact.

Lemma 2.3.Let f :X → (−∞,∞] be a proper, lower semicontinuous function. Iff − ϕ

attains a minimum at a pointx0 andϕ is twice differentiable atx0, thenϕ′(x0) is a proximal
subgradient off at x0, that isϕ′(x0) ∈ ∂pf (x0). Similarly, ifg :X → [−∞,∞) is a proper
upper semicontinuous function,ψ is a function which is twice differentiable atx0, and
g +ψ attains a maximum atx0, thenψ ′(x0) ∈ ∂pg(x0).

Proof. We know that

f (y)− f (x0)� ϕ(y)− ϕ(x0) (1)

for all y. Sinceϕ is twice differentiable atx0, for a givenε > 0 we can findδ > 0 such that∣∣ϕ(y)− ϕ(x0)− ϕ′(x0)(y − x0)− ϕ′′(x0)(y − x0)
2
∣∣� ε‖y − x0‖2

whenever‖y − x0‖ � δ. In particular,

ϕ(y)− ϕ(x0) � ϕ′(x0)(y − x0)+ ϕ′′(x0)(y − x0)
2 − ε‖y − x0‖2

for ‖y − x0‖ � δ, and therefore

ϕ(y)− ϕ(x0) � ϕ′(x0)(y − x0)− (∥∥ϕ′′(x0)
∥∥+ ε

)‖y − x0‖2 (2)

whenever‖y − x0‖ � δ. By combining (1) and (2) we get that

f (y)− f (x0)� 〈p,y − x0〉 − σ‖y − x0‖2

for all y ∈ B(x0, δ), whereσ = (‖ϕ′′(x0)‖ + ε) andp = ϕ′(x0), and this means thatp ∈
∂pf (x0). ✷

Taking into account this lemma and the very definition of∂pf (x) and∂pf (x), we can
immediately deduce the following

Corollary 2.4. Letf :X → (−∞,∞] be a proper, lower semicontinuous function. The

∂pf (x)= {
ϕ′(x): ϕ ∈C2(X,R), f − ϕ attains a local minimum atx

}
.

Similarly, if g :X → [−∞,∞) is a proper upper semicontinuous function, then

∂pg(x)= {
ϕ′(x): ϕ ∈ C2(X,R), g + ϕ attains a local maximum atx

}
.

This corollary suggests a natural extension of the definition of proximal subgradien
Banach spaces which are not Hilbertian but do haveC2 smooth norms. For such space
defining∂pf and∂pf as in the corollary (or equivalently through the subdifferential pro
mal inequality), all the results that we present in this section remain true. Let us now
some approximate versions of Rolle’s theorem for proximal subgradients and supe
ents.

Theorem 2.5.Let X be a real Hilbert space,B = B(0,R), S = S(0,R), andf :B → R

be a bounded continuous function such thatf (S) ⊆ [−ε, ε] for someε > 0.
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(1) If inf f (B) < inf f (S) then, for everyα > 0 there existx0 ∈ int(B) and ζ ∈ ∂pf (x0)

such that‖ζ‖< α.
(2) If supf (B) > supf (S) then, for everyα > 0 there existx0 ∈ int(B) andζ ∈ ∂pf (x0)

such that‖ζ‖< α.

Otherwise,

(3) If f (B) ⊆ [−ε, ε] then, for everyα > 0 there existx1, x2 ∈ int(B) andζ1 ∈ ∂pf (x1),
ζ2 ∈ ∂pf (x2) such that‖ζ1‖, ‖ζ2‖< 2ε/R + α.

Proof. (1) Let η = inf f (S) − inf f (B) > 0. Consider the functionF defined asF(x) =
f (x) if x ∈ B,F(x)= +∞ otherwise; this function is obviously lower semicontinuous a
bounded below. Then, the Deville–Godefroy–Zizler variational principle (Theorem
provides us with aC2 smooth functiong such that‖g‖∞ < η/3, ‖g′‖∞ < α, andF − g

attains its minimum at a pointx0 ∈ B. We claim thatx0 ∈ int(B). Indeed, ifx0 ∈ S then we
could takea ∈B such thatf (a) < inf f (B)+ η/3, and then we would get

inf f (B)+ 2η/3> f (a)− g(a)� F(x0)− g(x0)� inf f (S)− η/3,

that is, inff (B) + η > inf f (S), a contradiction. Sincef − g attains its minimum atx0,
Lemma 2.3 ensures thatζ := g′(x0) ∈ ∂pf (x0). On the other hand,‖ζ‖ < α because
‖g′‖∞ < α.

(2) It suffices to apply(1) to the function−f .
(3) Takeβ > 0 small enough so thatβ/2+β/R < α andβ < R, and then chooseN > 1

large enough so that

2ε + β

R

β

N
< β.

Let a :R → R be aC∞ smooth convex function such that

(i) a(t)= t if t � β/N;
(ii) a(t)= a(0) > 0 if t � β/4N;
(iii) a′(t) > 0 if t > β/4N;
(iv) a′′(t) > 0 if and only if t ∈ (β/4N,β/N).

Such a functiona can easily be constructed by integrating twice aC∞ smooth nonnegativ
real functionb whose support is the interval[β/4N,β/N] and is such that

∫∞
−∞ b(t) dt = 1,

and then adding a suitable positive constant to obtain the properties thata(0) > 0 and
a(t) = t for t � β/N . Define then the functionh :X → (0,∞) by h(x) = a(‖x‖). It is
clear thath is C∞ smooth,h(0) = a(0) ∈ (0, β/N), and its derivative satisfiesh′(x) = 0
for ‖x‖ � β/4N , andh′(x)= a′(‖x‖)x/‖x‖ for ‖x‖ � β/4N . In particular we see that∥∥h′(x)

∥∥� a′(‖x‖)� 1 for all x ∈ X and h(x)= ‖x‖ if ‖x‖ � β/N.

Let us consider the functionG :B → R defined by

G(x)= f (x)+ 2ε + β
h(x).
R
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The functionG is continuous andG satisfies that infG(B) < infG(S), as is easily checked
Then, by applying case (1) toG we obtain the required pointx1. The pointx2 can be
obtained by replacingf with −f . ✷

From this result we can immediately deduce the following

Theorem 2.6.LetU be a bounded connected open subset of a real Hilbert spaceX, and
let f :U → R be a bounded continuous function. LetR > 0 and x0 ∈ U be such that
dist(x0, ∂U)=R. Suppose thatf (∂U)⊂ [−ε, ε] for someε > 0.

(1) If inf f (U) < inf f (∂U) then, for everyα > 0 there existx1 ∈U andζ ∈ ∂pf (x1) such
that‖ζ‖< α.

(2) If supf (U) > supf (∂U) then, for everyα > 0 there existx2 ∈ U and ζ ∈ ∂pf (x2)

such that‖ζ‖< α.
(3) If f (U) ⊆ [−ε, ε] then, for everyα > 0 there existx1, x2 ∈ U andζ1 ∈ ∂pf (x1), ζ2 ∈

∂pf (x2) such that‖ζ1‖, ‖ζ2‖< 2ε/R + α.

In any case,inf{‖ζ‖: ζ ∈ ∂pf (x)∪ ∂pf (x), x ∈U} � 2ε/R.

Remark 2.7.The infimum considered in Theorem 2.6 can well be strictly positive, as
following example shows:f (x)= εx, defined onU = [−1,1] ⊂ R. In this case,{f ′(x)} =
{ε} = ∂pf (x)= ∂pf (x) for all x ∈U .

If, in the conditions of the preceding theorem, we additionally assume that∂pf (x) �= ∅
at everyx ∈ U , then we can guarantee that inf{‖ζ‖: ζ ∈ ∂pf (x), x ∈ U} � 2ε/R. Indeed,
it is immediately seen that, if for some pointx we have∂pf (x) �= ∅ �= ∂pf (x), then the
functionf is differentiable atx, and

∂pf (x)= ∂pf (x)= {
f ′(x)

}
.

Remark 2.8.These results cannot be improved to get a point such that the norm ofevery
proximal subgradient at this point is smaller than 2ε/R + α, as the following example
shows:f : [−1,1] → R, f (x)= |x|.

If we wish to guarantee that there exists a point such that all the proximal subgra
at this point have norm smaller than or equal to 2ε/R, we have to be under conditions (
or (3) of Theorem 2.6 (under condition (1) this additional demand is impossible to
as the above example shows). Next we give some results in this direction.

Lemma 2.9.LetX be a real Hilbert space,x1 ∈X, andf :X → R a lower semicontinuou
function. Suppose that for someλ > 0 we have thatλ‖x1 − x‖ + f (x1) > f (x) whenever
x �= x1. Then‖ζ‖< λ for all ζ ∈ ∂pf (x1).

Proof. Indeed, for allh with ‖h‖ = 1, settingx = x1 + th we have that

f (x1 + th)− f (x1)
< λ.
|t|
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On the other hand, for anyζ ∈ ∂pf (x1), there existη > 0 andσ > 0 so that if|t|< η then

f (x1 + th) � f (x1)+ 〈ζ, th〉 − σ‖th‖2,

and therefore

〈ζ, th〉 � f (x1 + th)− f (x1)+ σ t2,

that is

t

|t| 〈ζ,h〉 � f (x1 + th)− f (x1)

|t| + σ |t|,

and in this manner we get∣∣〈ζ,h〉∣∣� λ+ σ |t| for all |t| < η,

which implies that‖ζ‖ � λ. ✷
Proposition 2.10.Let f :B(0,R) → R be a continuous bounded function. Assume
f (B(0,R)) ⊂ f (S(0,R)) ⊂ [−ε,+ε]. Then there existsx ∈ B(0,R) such that‖ζ‖ �
2ε/R for all ζ ∈ ∂pf (x).

Proof. Assume first that 2ε < R.
CaseI. Supposef (0) > −ε, and letλ = 2ε/R. Since sup{f (x) | x ∈ B(0,R)} − 2ε <

f (0), we can apply Ekeland’s variational principle to the functionF :X → [−∞,+∞)

defined byF(x)= f (x) if x ∈ B(0,R) andF(x)= −∞ elsewhere (which is clearly upp
semicontinuous), to get somex1 ∈ B(0,R) such that

(i) λ‖x1‖ � f (x1)− f (0);
(ii) ‖x1‖< 2ε/λ;
(iii) λ‖x − x1‖ + f (x1) > f (x) wheneverx �= x1.

Then (ii) tells us thatx1 ∈ B(0,R) and, for everyζ ∈ ∂pf (x1), property (iii) combined
with the preceding lemma implies that‖ζ‖ � 2ε/R.

CaseII. Suppose now thatf (0) = −ε, and choose anyζ ∈ ∂pf (0). We can assum
that ‖ζ‖ > 2ε/R (otherwise we are done). Then there existsh with ‖h‖ = 1 such that
〈ζ,h〉> 2ε/R. On the other hand there existη > 0 andσ > 0 such that

f (th) � f (0)+ 〈ζ, th〉 − σ‖th‖2

for all t with |t| < η, hencef (th)+ ε − t〈ζ,h〉 � −σ t2, that is

f (th)+ ε − t〈ζ,h〉
|t| � −σ |t|.

Bearing in mind the facts that 2ε/R − 〈ζ,h〉 < 0 and that there existsδ > 0 such that
2ε/R − 〈ζ,h〉<−σδ, we get that

f (δh)+ ε − δ〈ζ,h〉
>

2ε − 〈ζ,h〉,

δ R
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which impliesf (δh) + ε > 2δε/R, and thereforef (δh) > supf (B(0,R)) − 2ε. Now,
by settingλ = 2ε/R and applying Ekeland’s variational principle we obtain somex1 ∈
B(0,R) such that

(i) λ‖x1 − δh‖ � f (x1)− f (δh);
(ii) ‖x1 − δh‖ � ε/λ;
(iii) λ‖x − x1‖ + f (x1) > f (x) for all x �= x1.

According to (i) and taking into account thatf (δh)+ ε > 2εδ/R we obtain that

‖x1 − δh‖ � f (x1)− f (δh)

2ε/R
� ε − f (δh)

2ε/R
<

2ε − 2εδ/R

2ε/R
=R − δ,

from which it follows‖x1‖ � ‖x1−δh‖+δ < (R−δ)+δ =R, and thereforex1 ∈B(0,R).
From (iii) and the preceding lemma we get that‖ζ‖ � 2ε/R for all ζ ∈ ∂pf (x).
Finally, in the case 2ε � R, bearing in mind thatζ ∈ ∂pf (x) if and only if rζ ∈

∂p(rf )(x) for all r > 0, and considering the functiong = ε′f/ε, where 2ε′ < R, we may
easily deduce from the above argument that there existsx ∈ B(0,R) such that‖ζ‖ � 2ε/R
for all ζ ∈ ∂pf (x). ✷

Note that, as a consequence of the preceding proposition, for any continuous bo
functionf :X → R defined on the Hilbert space and satisfying∂pf (x) �= ∅ for all x ∈ X,
we have that

inf
{
sup
{‖ζ‖: ζ ∈ ∂pf (x)

}
, x ∈X

}= 0.

Proposition 2.11.Let U be a connected bounded open subset of a real Hilbert spacX.
Letf :U → R be a bounded continuous function such thatsupf (U) > supf (∂U). Then,
for everyα > 0 there exists somex ∈U such that‖ζ‖< α for all ζ ∈ ∂pf (x).

Proof. For a givenα > 0, consider the functionF :X → [−∞,+∞) defined byF(x) =
f (x) if x ∈ U andF(x) = −∞ if x /∈ U (which is clearly upper semicontinuous a
bounded above), a pointx0 ∈ U such thatf (x0) > supf (∂U), and a numberλ with 0<

λ < min{α,1}. Then, applying Ekeland’s variational principle (Theorem 1.2), we g
point x1 ∈ U such that, from (i),f (x1) > f (x0), and hencex1 ∈ U , and from (iii) and
according to Lemma 2.9,‖ζ‖ � λ for all ζ ∈ ∂pf (x1), and therefore‖ζ‖ � α. ✷

As a consequence of the preceding results we can slightly improve the estimate
norm of the subgradients.

Theorem 2.12.Let U be a bounded connected open subset of a Hilbert spaceX. Let
f :U → R be a bounded continuous function such that∂pf (x) �= ∅ for all x ∈ X. Let
R > 0 and x0 ∈ U be such thatdist(x0, ∂U) = R. Suppose thatf (∂U) ⊂ [−ε, ε]. Then
there existxε ∈U andζ ∈ ∂pf (xε) such that‖ζ‖ � 2ε/R.

Whenf is constant on∂U , we get inf{‖ζ‖: ζ ∈ ∂pf (x), x ∈U} = 0.
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3. An approximate Rolle’s theorem for the generalized gradient

Definition 3.1. Let X be real Banach space andf :X → R be a function such thatf is
Lipschitz on a neighborhood of a given pointx ∈X. Thegeneralized directional derivativ
of f atx in the directionv, denotedf 0(x; v), is defined as follows:

f 0(x; v)= lim sup
(y,t)→(x,0)

f (y + tv) − f (y)

t
,

where of coursey is a vector inX andt is a positive real number. We define thegeneralized
gradient∂f (x) of f atx as the set of allζ ∈X∗ such thatf 0(x; v)� 〈ζ, v〉 for all v.

In the proofs of the results in this section we will need the rule for the genera
gradient of the sum, which we next state (a proof can be found in [6, p. 75]).

Proposition 3.2.Let fi (i = 1,2, . . . , n) be Lipschitz nearx, andλi (i = 1,2, . . . , n) be
real numbers. Thenf =∑n

i=1λifi is Lipschitz nearx, and we have

∂

(
n∑

i=1

λifi

)
(x)⊂

n∑
i=1

λi∂fi(x).

Before proceeding to prove an approximate Rolle’s theorem for the generalized
ent, we are going to see that an exact Rolle’s theorem for the generalized gradie
completely in all infinite-dimensional Banach spaces, even if they do not have sm
bump functions. The main result from [4] tells us that Rolle’s theorem (for smooth
schitz functions) fails in all Banach spaces which have smooth Lipschitz bumps, a
trivially true in those spaces which do not possess any such bumps. In particular
for C1 smooth and locally Lipschitz functions the generalized gradient is reduced
usual differential, an exact Rolle’s theorem is also false for the generalized gradient
spaces withC1 smooth Lipschitz bumps. In this setting one could think that, if one ta
a Banach spaceX with noC1 smooth Lipschitz bump, one considers all locally Lipsch
functionsf , and one looks at all of the generalized gradients∂f (x), then Rolle’s theorem
might be true, in the sense that iff = 0 on the boundary of a bounded connected o
setU then there should exist one pointx ∈ U such that 0∈ ∂f (x). We next show that thi
is not the case.

Theorem 3.3.For every infinite-dimensional Banach spaceX there exists a bounded Lip
schitz functionf , defined on a bounded convex bodyU , such thatf vanishes on∂U and
yet0 /∈ ∂f (x) for all x ∈ int(U).

Proof. All reflexive spaces have equivalentC1 smooth norms (see [8], for instance), a
in every infinite-dimensional space with aC1 smooth norm there is a bounded convex bo
U and aC1 smooth functionf :U → R such thatf ′(x) �= 0 for all x ∈ int(U) (see [1]).
Hence the result is true whenX is reflexive, and we may assume thatX is nonreflexive.
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Then we can take a continuous linear functionalx∗ ∈ X∗ such thatx∗ does not attain its
norm‖x∗‖ = 1. Consider the function

f (x)=
{
x∗(x) if x ∈ B(0,1),
2−‖x‖
‖x‖ x∗(x) if x /∈ B(0,1),

defined onB(0,2) and taking values inR. The functionf clearly vanishes onS(0,2).
We have to prove that 0/∈ ∂f (x0) for everyx0 ∈ B(0,2), which is equivalent to seein
that for everyx0 ∈ B(0,2) there existsv ∈ X such thatf 0(x0, v) < 0. In the case whe
x0 ∈ B = B(0,1) we have that∂f (x0) = {x∗} and the result is obvious. In the case wh
x0 ∈ S = S(0,1), we may consider the following situations.

CaseI. If x∗(x0) > 0, we may choosex1 ∈ S such thatx∗(x1) > x∗(x0) and [x0, x1]
�⊂ S, in order to define a vectorv = x0 −x1 which satisfiesx∗(v) < 0. Let observe first tha
there existsε > 0 such that

‖y + tv‖ � ‖y‖ for everyy ∈ B(x0, ε) \B andt > 0.

Indeed, the condition[x0, x1] �⊂ S tells us that there ist0 > 0 such thatx0 − t0v ∈ B and
consequentlyy − t0v ∈ B ⊂ B(0,‖y‖) for y nearx0, which impliesy + tv �∈ B(0,‖y‖),
equivalently‖y + tv‖ � ‖y‖ for every t > 0. To prove thatf 0(x0, v) < 0 we consider
(f (y + tv)− f (y))/t and three different situations.

(i) y ∈ B andy + tv ∈ B. In this casef (y + tv) − f (y)/t = x∗(y + tv) − x∗(y)/t =
x∗(v).

(ii) y ∈ B andy + tv /∈ B. Then we have

f (y + tv) − f (y)

t
= 1

t

[
2− ‖y + tv‖

‖y + tv‖ x∗(y + tv) − x∗(y)
]

= 1

t

[
2− 2‖y + tv‖

‖y + tv‖ x∗(y)
]

+ 2− ‖y + tv‖
‖y + tv‖ x∗(v)

� 2− ‖y + tv‖
‖y + tv‖ x∗(v) � x∗(v)

2

if y is close enough tox0 andt > 0 small, sincex∗(v) < 0.
(iii) y /∈ B andy + tv /∈ B. In this case we have

f (y + tv) − f (y)

t
= 1

t

[
2− ‖y + tv‖

‖y + tv‖ x∗(y + tv) − 2− ‖y‖
‖y‖ x∗(y)

]

= x∗(v)2− ‖y + tv‖
‖y + tv‖ + 1

t

[
2− ‖y + tv‖

‖y + tv‖ − 2− ‖y‖
‖y‖

]
x∗(y)

= x∗(v)2− ‖y + tv‖
‖y + tv‖ + 2‖y‖ − 2‖y + tv‖

t‖y‖‖y + tv‖ x∗(y)

� x∗(v)2− ‖y + tv‖
‖y + tv‖ � x∗(v)

2
.

The casey /∈ B andy + tv ∈ B is not allowed ify is close enough tox0. Taking limsup
we get thatf 0(x0, v) � x∗(v)/2< 0.
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CaseII. If x∗(x0) < 0, it is enough to apply Case I to the function−f , and remembe
that∂(−f )(x)= −∂f (x).

CaseIII. If x∗(x0) = 0, we can take a pointx1 ∈ S such thatx∗(x1) > 0. Definev =
x0 − x1, so thatx∗(v) < 0. By considering the same situations as in Case I, and proce
in a similar manner, it is easy to see thatf 0(x0, v) < 0.

Finally, whenx0 /∈ B, we may consider two cases.
(i) If x∗(x0) = 0 we takex1 such thatx∗(x1) > 0 and definev = x0 − x1. Then we have

f (y + tv) − f (y)

t
= 1

t

[
2− ‖y + tv‖

‖y + tv‖ x∗(y + tv) − 2− ‖y‖
‖y‖ x∗(y)

]

= 2

t

‖y‖ − ‖y + tv‖
‖y‖‖y + tv‖ x∗(y)+ 2− ‖y + tv‖

‖y + tv‖ x∗(v)

<
2− ‖x0‖

2‖x0‖ x∗(v)

bearing in mind the facts that

2

t

‖y‖ − ‖y + tv‖
‖y‖‖y + tv‖

is bounded and limy→x0 x
∗(y)= 0. It follows thatf 0(x0, v) < 0.

(ii) x∗(x0) �= 0 is similar to Cases I and II above, but considering only the situa
y /∈B andy + tv /∈B. ✷

Let us now prove an approximate version of Rolle’s theorem for the generalized
ent.

Theorem 3.4(Rolle’s theorem for the generalized gradient).LetU be a bounded connecte
open subset of a real Banach spaceX, f :U → R be a bounded, locally Lipschitz functio
such thatf (∂U) ⊂ [−ε, ε], andR > 0 andx0 ∈ U be such thatdist(x0, ∂U) = R. Then,
inf{‖ζ‖: ζ ∈ ∂f (x), x ∈ X} � 2ε/R.

Note that, since the generalized gradient contains the proximal subgradient, for H
spaces the statement is a straightforward consequence of Theorem 2.6. However,
nach spaces which are not Hilbertian or do not possess anyC2 smooth bump functions
a different proof is required. We will split the proof into two easy propositions.

Proposition 3.5. Let U be a bounded open subset of a real Banach spaceX and f :
U → R be a bounded locally Lipschitz function satisfying thatsupf (U) > supf (∂U)

or inf f (U) < inf f (∂U). Then, for everyα > 0 there existx ∈ U andζ ∈ ∂f (x) such that
‖ζ‖< α.

Proof. Assume first that supf (U) > supf (∂U). Consider the functionF defined as
F(x) = f (x) for x ∈ U andF(x) = −∞ if x /∈ U . Let η = supf (U) − supf (∂U) and
choosex0 ∈ U so thatf (x0) > supf (U) − η. By Ekeland’s variational principle, fo
eachα with 0< α < 1 we can findx1 ∈ Dom(F ) such thatα‖x1 − x0‖ � f (x1)− f (x0),
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‖x1 − x0‖ < η/α, and α‖x − x1‖ + f (x1) > f (x) wheneverx1 �= x. These inequal
ities yield thatf (x1) > f (x0), hencex1 ∈ U , and that the functionΦ(x) = f (x) −
f (x1) − α‖x − x1‖ attains a maximum atx = x1, which gives 0∈ ∂Φ(x1) and, by ap-
plying the rule for the generalized gradient of the sum (Proposition 3.2), we obtai
0 ∈ ∂f (x1) + ∂(−α‖x − x1‖); that is, there existζ ∈ ∂f (x1) andϑ ∈ −α∂‖ · ‖(x − x1)

with 0 = ζ + ϑ , and, since‖ϑ‖ � α, we conclude that‖ζ‖ � α. ✷
Proposition 3.6.Let X be a real Banach space, letB = B(0,R) and f :B → R be a
locally Lipschitz function so thatf (B) ⊂ [−ε, ε]. Then, for everyα > 0 there existx ∈
int(B) andζ ∈ ∂f (x) such that‖ζ‖< 2ε/R + α.

Proof. Consider the functionΦ(x) = f (x)− ((2ε + α′)/R)‖x‖, with α′ > 0. For allx ∈
∂B we have thatΦ(x) = f (x) − (2ε + α′) < f (0). Then we may apply the precedin
proposition to the functionΦ and obtain a pointx ∈ B and some subgradientϑ1 ∈ ∂Φ(x)

such that‖ϑ1‖ < α′. Then, according to the rule for the generalized gradient of the
(Proposition 3.2),ϑ1 ∈ ∂f (x) − ((2ε + α′)/R)∂‖ · ‖(x), and thereforeϑ1 = ζ − ((2ε +
α′)/R)ϑ2, where‖ϑ2‖ � 1, from which we deduce that‖ζ‖ � ‖ϑ1‖ + (2ε + α′)/R �
α′ + (2ε + α′)/R = 2ε/R + [α′ + α′/R]. By takingα′ such thatα′ + α′/R < α the result
follows. ✷
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