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ELASTIC WAVE PROPAGATION IN

PARALLEL: THE HUYGENS' APPROACH
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Abstract

The use of parallel computers makes it feasible to simulate
elastic waves throughout large heterogeneous structures, and new
domain decomposition methods can be used to increase their ef-
�ciency and decrease the computing time spent in the simula-
tion. In this paper we introduce a simple parallel algorithm for
the propagation of elastic waves in complex heterogeneous media
after a �nite element discretization. This method performs more
eÆciently than classic domain decomposition techniques based on
substructuring (Schur complement methods) and iterative domain
decomposition. Some numerical examples are shown, including an
analysis of the eÆciency and performance of the algorithm.

1 Introduction

Wave propagation problems arise in a large number of applications in

�elds such as geophysics and structural dynamics. In this paper we

focus our attention on elastic waves in a regime of small strain and

small displacement, considered as a hyperbolic initial boundary condi-

tion problem to be solved using Galerkin �nite element procedures that

are useful in situations requiring non regular grids or general geometries.

Within this framework, implicit time{stepping is preferred over explicit

schemes, because the latter imposes a severe constraint on the duration

of the time step to ensure stability. Thus, a large system of equations

must be solved at each time step. Domain decomposition procedures

can be used to break these large computations into several smaller ones.

Partitioning the spatial domain into subdomains entails two main bene-

�ts: on one hand, numerical complexity is reduced as the corresponding

subproblems are of smaller size and can be addressed in parallel; on the
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other hand, it is well suited for dealing with heterogeneous media. The

main drawback, common for this type of numerical tools, is that the

smaller subdomain problems remain coupled.

General domain decomposition methods include substructuring tech-

niques based on the solution of the Schur complement for a given PDE

([14], [28]). This Schur matrix can also be viewed as the algebraic coun-

terpart of the Steklov{Poincare operator that appears in some iterative

decomposition methods ([19], [21], [18]). For the elastic wave propaga-

tion problem, several solutions have been proposed based on di�erent

approaches: implicit continuity of boundary conditions in the common

interfaces [30], spectral resolution multidomain by collocation [31] or

partition at the interface of the wavefront into several parts ([15], [6],

[7],[8]).

The motivation for choosing a new scheme for parallelism lies on

the necessity of increasing the eÆciency of the algorithms when simu-

lating real or non academic cases. Our numerical approach to elastic

wave propagation is very simple, since it introduces a unique coupling

procedure between subdomains: explicit calculations on the boundaries

between subdomains to predict the transmitted energy into each one.

This energy can be calculated by means of the displacement and veloc-

ity �elds at every time step. Therefore, this procedure is noniterative,

and involves dividing the domain into non{overlapping subdomains. The

explicit nature of the energy prediction induces a time step limitation

that is necessary to preserve stability, this constraint being the same as

for the fully explicit method.

The algorithm allows considerable 
exibility in the geometry and

notably increases the performance of current decomposition techniques

based on the substructuring formulation. The paper is organized as fol-

lows; in section 2 it is described brie
y the elastic wave problem, deriving

the discrete solution from the variational formulation of the elastody-

namic problem. In section 3 we introduce a parallel technique, \the

multiblock method", with both physical and mathematical descriptions,

and section 4 studies its performance, including several tests carried out

in shared and distributed memory environments.
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2 Elastic waves theory

The motion of the elastic waves through 2D complex media is governed

by a hyperbolic PDE which can be formulated as follows [2] [22]:

� ui;tt = �ij;i + fi; (2.1)

where subindex seperated by a comma means derivation, u is the dis-

placement vector, and �ij and �ij are the stress and strain tensors de�ned

by

�ij(u) = �ru Æij + 2��ij(u); �ij(u) =
1

2
(ui;j + uj;i) ; i; j = 1; 2;

� and � being the Lam�e constants and � the mass density. The dif-

ferential equations (2.1) should be ful�lled by initial conditions on the

velocities and displacements:

ui(0) = u0i and ui;t(0) = u0i;t; i = 1; 2 (2.2)

In addition, we could prescribe a damping zone surrounding the domain

to suppress re
ections at the limits by imposing the action of an at-

tenuation factor proportional to the velocity [29]. In general, we will

assume that the displacement vanishes in the rigid surface (homoge-

neous Dirichlet condition), and tractions will vanish on the free surface

(homogeneous Neumann condition).

The weak formulation of this hyperbolic PDE can be obtained by

using classical methods [26]. The use of the Green formula turns the

motion equation to

@2

@t2

Z



�u � v d
 +
X
i;j

Z



�ij(u)�ij(v) d
 =

Z



f � v d
; (2.3)

for a given function v 2 H1
0(
). The global domain 
 under study is

a bounded Lipschitz region [20] in R. The spaces of de�nition are the

Sobolev space of �rst order

H1(
) �

�
v j v 2 L2(
);

@v

@xi
2 L2(
); i = 1; 2; 3

�
;

and its extension to the functions vanishing on the boundary

H1
0(
) �

�
v j v 2 H1(
); vj@
 = 0;

	
:
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It is possible to de�ne the inner product on L2(
) as

(u;v) =

Z



u(x) � v(x) d
; (2.4)

and the elastic bilinear form on H1(
)

a(u;v) =
X
i;j

Z



�ij(u) �ij(v) d
; (2.5)

in order to formulate the variational problem of the elastodynamics as

to �nd a function u : (0; T )!H1
0(
) such that

�
�
@2u

@t2
;v

�
+ a(u;v) = (f ;v); 8v 2 H1

0(
) (2.6)

The discrete problem is to �nd uh : (0; T )! Vh such that

�
�
@2uh

@t2
;v

�
+ a(uh;v) = (f ;v); 8v 2 Vh � H1

0(
): (2.7)

The Galerkin approximation to this hyperbolic problem (see [24],

[26] or [27]) reduces the PDE to a matrix form such as

M�u+Ku = f̂ ; 8t 2 (0; T ): (2.8)

This is a second order ordinary di�erential equation (ODE), where the

mass (M) and sti�ness (K) matrices have been built taking into account

the boundary conditions for the Dirichlet and Neumann frontiers. In-

cluding the damping zone is straightforward in the weak formulation,

leading to a system similar to (2.8):

M�u+C_u+Ku = f̂ ; 8t 2 (0; T ); (2.9)

where C is the damping matrix. This description can be coupled to

a time stepping scheme to obtain a fully discrete solution. A classical

central di�erences scheme gives

M
un+1 � 2un + un�1

�t2
+C

un+1 � un�1

2�t
+Kun = fn; (2.10)
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where un+1 = u((n + 1) � �t). The use of diagonal mass and damping

matrices (which can always be obtained using grid nodes for the quadra-

ture formulae) avoids the resolution of a linear system of equations, the

unknowns being obtained by means of an explicit division. This scheme

is centered, explicit, second{order accurate in time, and conditionally

stable [4].

Up to now, it is understood that elastic waves propagate because of

a seismic source included in the initial problem, f . This is called a Green

problem and the initial conditions for displacements and velocities are

usually chosen to be homogeneous. In the absence of a source term,

f = 0, appropriate non{homogeneous initial conditions also generate a

wave (Cauchy problem). It can be proved [23] that both problems are

equivalent.

3 The multiblock method

In this section we introduce a parallel algorithm for the elastic wave

propagation problem. The idea of decomposing the solution of the wave

equation into di�erent domains comes from the classical theorem of ex-

istence and uniqueness of the solution for Cauchy's initial value problem

of a hyperbolic partial di�erential equation [11]. Such a solution at

a certain point p � p(r; t) is uniquely determined by Cauchy's initial

data only in a bounded domain that contains p. The dependence of the

solution on the initial data exhibits the �niteness of the speed of propa-

gation of phenomena governed by hyperbolic equations. A geometrical

description based on the wave velocity can be reviewed in [1].

Our solution consists in the partition of a large medium 
 into sev-

eral non{overlapping subdomains 
i (Figure 1). As it was stated in the

previous section, on the boundary of the whole domain of de�nition we

prescribe essential and natural boundary conditions. We denote these

limits as rigid (@
D) and free (@
N ) boundaries. The arti�cial interface

is de�ned as the set of all the interfaces between two connected subdo-

mains, � = [�ij with �ij = @
i \ @
j . We impose this interface as a

free surface. In fact, the division is merely a mathematical artifact: we

could apply arti�cial interfaces anywhere just considering they do not

constrain the motion of the particles (that is, being free surfaces).
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Figure 1: Exchange of information at the common boundary �12 between

two partitions of a given domain 
. At the end of time t = k ��t, the

motion of the nodes at the interface is transmitted reciprocally to the

neighbour (��12 ! �+12) and vice versa. In this manner the resulting

wave�eld at time t = (k+1) ��t is computed as result of the addition of

the perturbation generated by the source plus the perturbation at the

frontier.

254 REVISTA MATEM�ATICA COMPLUTENSE

(2002) vol. XV, num. 1, 249-264



javier sabadell elastic wave propagation in parallel: the huygens'. . .

With these considerations, we pose the following Green problem:

8>><
>>:

� ui;tt = �ij;i + fi; u 2 
;

u = 0; u 2 @
D;

�(u) � n̂ = 0; u 2 @
N [ �;

u(0) = _u(0) = 0; u; _u 2 
:

(3.1)

At each time step k � �t, the displacements and velocities lying on

the common interfaces � are used as Cauchy's initial conditions for the

problem having the solution at time (k�1)��t as initial data transmitted

to neighbours: (
u(k)j

(�
+
ij )

= u(k � 1)j
(�

�

ji)

_u(k)j
(�

+
ij )

= _u(k � 1)j
(�

�

ji)

(3.2)

where u(k) refers to nodal values and means the displacements at t =

k ��t, and similar for the velocities _u(k).

Let us note that interfaces �ij and �ji are, physically, an unique

interface �ij divided into two parts at two di�erent moments: the end

of a time step (��
�
) and the beginnig of the following time step (�+

�
).

That does not mean overlapping of parameters between the two sub-

domains but a common frontier for the exchange of information within

the problem. Obviously, the step for the discretization should be larger

than c ��t, c being the highest wave velocity in each subdomain. This

common frontier can be viewed as an external strip of a subdomain or

an internal zone of an adjacent subdomain.

After discretizing, using the explicit �nite element scheme shown in

(2.10), the solution at the interface (nodal values) can be expressed in

the following equivalent posing:

u(k + 1)j
(�

+
ij )

= (2M +C�t)�1 � [2�t2 � f(k)

�(2�t2K� 4M) � u(k)j
(�

�

ij )

�(2M�C�t)u(k � 1)j
(�

�

ij )
];

(3.3)

while the expression for the interior points of each subdomain is derived

with the same explicit scheme, once the unknowns belonging to the

interface problem have been removed.
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Because the solution at the interface is an explicit scheme, there

remains a time step constraint of the form

�t � �tcr =
�xq

3(V 2
p + V 2

s)
(3.4)

which is the Courant condition for the wave propagation problem [4].

Note that in advancing the solution from time level t = k ��t to t = (k+

1)��t one �rst computes the value of the unknowns at the interface. This

step requires a small amount of information from each subdomain. After

computing the interface value, there are two separate explicit problems

to solve, which can be done in parallel.

3.1 Physical fundamentals

This procedure exhibits the basic features found in the Huygens' prin-

ciple as an energy conservative law. This principle establishes that each

point of an advancing wavefront may be considered as the source of sec-

ondary waves. Classically, for an interface with small holes in a barrier,

the e�ect of the barrier is to suppress all propagations of the original

disturbance except through the aperture where the displacement pertur-

bations are free to propagate. The Huygens construction o�ers a useful

but essentially qualitative contribution to the analysis of wave propaga-

tion. In particular, if waves travelling outward from a source encounter

a barrier with only a tiny aperture on it (its width is much smaller than

the wavelength), then this aperture appears to act just like a new point

source, from which circular waves spread out.

Equation (3.3) for the coupling between two connected subdomains

can be viewed as a numerical implementation of the Huygen's princi-

ple. Unlike other domain decomposition methods, in this case the PDE

to solve is not a boundary condition problem on the exchanged values

at the interface, but an initial condition problem with these values. In

other words, each point on the interface �ij is a source for the trans-

mitted wavefront. With this formulation the problem can be solved by

any type of �nite dimensional approximation method (such as �nite el-

ements, �nite di�erences, spectral or collocation methods). Henceforth,

to solve numerically (3.1) one simply needs single{domain solvers, that

can deal with boundary conditions describing either Dirichlet or Neu-

mann conditions on @
 = @
D [ @
N .
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3.2 Accuracy of the method

The convergence study of this domain decomposition procedure is not

necessary since it is a noniterative domain decomposition method. There-

fore, the convergence results for the FEM still apply.

This scheme has the property that u(k) can be computed on 
i and


j, i 6= j, completely independent once u(k � 1) has been computed

in the interface �. The 
ux of energy (calculated through the displace-

ment and velocity �elds) is derived explicitly at each point of �, and

the remaining independent interior points are then computed using an

explicit or implicit scheme.

Obviously, the energy 
ux is continuous. As the inner product is

positive and the bilinear form (2.5) is H1{elliptical,

a(u;u) � 2�juj2;

since � > 0, the energy calculated through the functional

J(v�) =
1

2
a(u�; v�)� f(v�)

can be established for the variational problem, and hence our method

ful�ls the requirements of the Lax{Milgram lemma [9]. Indeed, it is true

that

8u;v 2 V�; ja(u;v)j �Mkukkvk;

and thus, there exists a unique element Au 2 V
0

�, the dual space of

V� � H1
0(�) (see equation 2.7), such that

8v 2 V; a(u; v) = Au(v):

This result enables us to bound the norm in the space V
0

, k � k�,

kAuk� = sup
v2V

jAu(v)j

kvk
�Mkuk:

This result allows us to bound the approximate solution obtained after

splitting the domain under study:

ku� uhk
i
� ku� uhk
 �

r
M

�
inf

vh�Vh
ku� vhk; (3.5)
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where M and � < M are constants that depend on the order of approx-

imation [9]. A similar bound is allowable for the interface points. The

error obtained by this scheme can be obtained from the result

kekm;
i
� kekm;
 � c hk+1�m kukk+1 (3.6)

where c is a positive constant, h is the stepping of the approach solu-

tion, m is the order of the highest derivative involved in the variational

problem (for the elasticity, m = 1) and k is the degree of approximation

of the functions v.

Finally, let us mention that the procedure is correct to the �rst{

order in �t, as expected, since this would be the case even if no domain

decomposition were used.

The proof of this behaviour is similar to the one presented in [12] for

general second order hyperbolic problems.

4 Numerical results

Several tests have been done on a IBM{SP2 and a SGI PowerChallenge,

using Message Passing Interface (MPI) for implementing parallelism.

The election of MPI is based on its functionality, portability and sup-

port for heterogeneous parallel architectures. The following examples

correspond to a �nite element simulation (up to 1:0 seconds) of a wave

propagation through a homogeneous medium. The value of the time

step is �t = 0:002s.

Henceforth, the metrics ([25]) to be used are the computation time

for the sequential algorithm (say T1), the time for the multiprocessor

execution (Tp), the speedup (Sp = T1=Tp) and the eÆciency (Ep =

Sp=p), p being the number of processors.

In Table 1 we show some results about timing for the parallel al-

gorithm. We compare it with the Schur complement [14]. In this �rst

case, we vary the number of processors (2 up to 8) for a �xed number

of unknowns (63.800). The simulation has been carried out on the SP2,

which is a distributed memory architecture. It is interesting to point out

that the multiblock method maintains its eÆciency more or less constant

while varying the processors, which is not the case for the Schur com-

plement algorithm, that shows a good eÆciency for a low number of
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Table 1: Comparison of parallel metrics for the Schur complement (up-

per values) and the multiblock (lower values) techniques. In these tests,

the number of unknowns has been �xed (63:800) while varying the num-

ber of processors (in bold types).

p: 1 2 4 6 8

T1 631:63 �� �� �� ��

Tp ��
321:20

326:08

178:54

184:19

237:97

128:08

274:80

97:47

Sp ��
1:96

1:93

3:53

3:43

2:65

4:93

2:30

6:47

Ep ��
0:98

0:96

0:88

0:86

0:44

0:82

0:28

0:81

subdomains, in agreement with previous work in elastic wave modelling

([16], [17]).

In Table 2 the timing for a similar test is shown. Unlike the previous

example, in this case we vary the number of unknowns for a �xed number

of processors (4). As in the previous case, the eÆciency of the method

keeps constant even when the number of unknowns increases (a feature

also exhibited by the Schur complement method). The simulation has

been performed on the SGI computer, which is a shared{memory ma-

chine. A set of di�erent snapshots are shown in Figure 2. It is clear that

continuity of the wavefront is preserved during the whole simulation.

We have calculated the errors produced by the parallel algorithm

in relation to the sequential one for the same explicit �nite element

simulation. Table 3 shows the relative di�erence, measured with the l2
norm, obtained with the Schur complement technique and the multiblock

algorithm. Clearly we can deduce that both methods are quite similar

and produce satisfactory results, in the sense of being quite similar to

the sequential problem.
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Table 2: Comparison of parallel metrics for the Schur complement (up-

per values) and the multiblock (lower values) technique. The number of

processors has been �xed to 4 while varying the number of degrees of

freedom (in bold types).

NDF: 20.000 40.000 60.000 80.000 100.000 120.000

T1 136.4 273.98 408.5 567.2 769.5 870.17

Tp
68:3
55:01

129:3
108:01

184:94
163:94

255:40
229:95

356:55
328:98

456:4
424:65

Sp
2:0
2:5

2:11
2:53

2:2
2:5

2:2
2:46

2:2
2:33

1:9
2:0

Ep

0:5
0:625

0:52
0:63

0:55
0:625

0:55
0:61

0:55
0:60

0:475
0:5

Table 3: Relative errors for the Schur complement (upper values) and

the multiblock (lower values) algorithms using four processors (the four

boxes are ordered from the top to the bottom following the MPI com-

municator). The time for the wave propagation is remarked with bold

types.

� t 0.4 0.5 0.6 0.7 0.8 0.9 1.0


1 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00


2 1.18e�23 6.40e�34 0.00 0.00 0.00 0.00 0.00

3.76e�23 3.87e�35 0.00 0.00 0.00 0.00 0.00


3 9.46e�18 8.78e�19 2.20e�22 5.27e�24 0.00 0.00 0.00

6.12e�18 5.90e�19 7.43e�22 5.16e�24 0.00 0.00 0.00


4 { 6.15e�09 2.07e�16 1.45e�18 2.94e�20 2.07e�23 6.41e�27

{ 7.71e�13 4.88e�16 5.91e�18 3.35e�21 1.03e�23 1.02e�28
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Figure 2: Snapshots for an elastic wave propagating through a homoge-

neous medium partitioned into four subdomains like a chess board. The

size of the model is 2; 000� 2; 000 m2 and the snaps have been taken at

a simulation time of 0:2, 0:4, 0:6 and 0:8 seconds.
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5 Concluding remarks

In this paper we have described a non iterative domain decomposi-

tion method for the elastic wave propagation problem. The depicted

technique allows a very eÆcient parallel implementation, as regarded

from the numerical examples and comparisons with other well{known

methodologies. The fundamentals of our algorithm, based on Huygen's

principle, provides a full physical meaning to the solution.
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