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1. Results and Comments

1.1. Definition and Existence of Renormalized Solutions

Let $\Omega$ be a bounded open subset of $\mathbb{R}^N$ and $p$ and $p'$ belong to $]1, +\infty[$ with $1/p + 1/p' = 1$. In the following $A$ will be a nonlinear operator of the Leray–Lions type from $W^{1,p}_0(\Omega)$ into its dual defined by

$$Au = -\text{div}(a(x, u, Du)),$$

where $a(x, t, \xi)$ is a Carathéodory vector valued function from $\Omega \times \mathbb{R} \times \mathbb{R}^N$ into $\mathbb{R}^N$ such that

$$\begin{cases}
|a(x, t, \xi)| \leq c_1 |t|^{p-1} + c_2 |\xi|^{p-1} + d(x) \\
c_1, c_2 > 0, \quad d(x) \in L^p(\Omega), \\
a.e. \ x \in \Omega, \quad \forall (t, \xi) \in \mathbb{R}^{N+1},
\end{cases} \quad (1.1)$$

$$\begin{cases}
[a(x, t, \xi) - a(x, t, \bar{\xi})][\xi - \bar{\xi}] > 0 \\
a.e. \ x \in \Omega, \quad \forall (t, \xi), (t, \bar{\xi}), \xi \neq \bar{\xi},
\end{cases} \quad (1.2)$$

$$\begin{cases}
a(x, t, \xi) \xi \geq \alpha |\xi|^p, \quad \alpha > 0 \\
a.e. \ x \in \Omega, \quad \forall (t, \xi) \in \mathbb{R}^{N+1}.
\end{cases} \quad (1.3)$$

In this paper we deal with the problem of existence and $L^p$-regularity of solutions for the following nonlinear elliptic problem

$$-\text{div}(a(x, u, Du)) - \text{div}(\Phi(u)) + g(x, u) = f \quad \text{in} \ \Omega \quad (1.4)$$

$$u = 0 \quad \text{on} \ \partial \Omega. \quad (1.5)$$

The right hand side of (1.4) and $\Phi = (\Phi_1, ..., \Phi_N)$ are assumed to satisfy

$$f \in W^{-1,p}(\Omega) \quad (1.6)$$

$$\Phi \in (C^0(\mathbb{R}))^N. \quad (1.7)$$

Moreover the function $g(x, t)$ is a Carathéodory function satisfying

$$g(x, t)t \geq 0 \quad \text{a.e.} \ x \in \Omega, \quad \forall t \in \mathbb{R} \quad (1.8)$$

$$\sup_{|t| \leq u} |g(x, t)| = h_n(x) \in L^1(\Omega). \quad (1.9)$$

No growth hypothesis is assumed on the function $\Phi$. This implies that, for a solution $u$ in $W^{1,p}_0(\Omega)$ (which is the natural space in view of assumptions (1.1), (1.2), (1.3), and (1.6)), the term $\text{div}(\Phi(u))$ may be meaningless, even
as a distribution. The first objective of the present paper is thus to give a meaning to a possible solution of (1.4), (1.5). This will be done multiplying (1.4) by \( h(u) \) where \( h \in C_c^0(\mathbb{R}) \) (the class of \( C^1(\mathbb{R}) \) functions with compact support). This gives rise to a weaker problem, which can actually be proved to have a solution.

The following Theorem will be proved in Section 2.

**Theorem 1.** Assume that (1.1), (1.2), (1.3), (1.6), (1.7), (1.8), and (1.9) hold. Then there exists a solution of

\[
\begin{align*}
  \phi & \in W^{-1,p}(\Omega), \\
  g(x,u) & \in L^1(\Omega), \\
  ug(x,u) & \in L^1(\Omega) \\
  \left\{ -\text{div}(a(x,u,Du)) \right\} h(u) - \text{div}(\Phi(u) h(u)) + \Phi(u) h'(u) Du + g(x,u) h(u) \\
  = fh(u) & \quad \text{in } \mathcal{D}'(\Omega), \\
  \forall h & \in C_c^0(\mathbb{R}).
\end{align*}
\]  

A solution of (1.10)–(1.11) will be called the “renormalized solution” of the original problem (1.4)–(1.5).

**Remark 1.** Let us note that in (1.11) every term is meaningful in the distributional sense (in contrast with (1.4)). Indeed consider any \( \varphi \) in \( \mathcal{D}(\Omega) \); then \( h(u) \varphi \) belongs to \( W^{-1,p}(\Omega) \) and

\[
\langle fh(u), \varphi \rangle_{\mathcal{D}'(\Omega), \mathcal{D}(\Omega)} = \langle f, \varphi h(u) \rangle_{W^{-1,p}(\Omega), W^{1,p}(\Omega)}.
\]

The same type of identity gives a meaning in \( \mathcal{D}'(\Omega) \) to the term \( [-\text{div}(a(x,u,Du))] h(u) \) since \( -\text{div}(a(x,u,Du)) \) belongs to \( W^{-1,p}(\Omega) \).

Moreover since \( \Phi h \) and \( \Phi h' \) belong to \( \left( C_c^0(\mathbb{R}) \right)^N \) (the class of continuous functions with compact support) the functions \( \Phi(u) h(u) \) and \( \Phi(u) h'(u) \) lie in \( (L^\infty(\Omega))^N \) for any measurable function \( u \) and then

\[
\text{div}(\Phi(u) h(u)) \in W^{-1,\infty}(\Omega), \\
\Phi(u) h'(u) Du \in L^p(\Omega).
\]


Theorem 1 as well as Theorems 2 and 3 below generalizes to the present setting of Leray–Lions operators the results we obtained in [5] for quasilinear operators \( (p = 2) \) and \( g = 0 \).
1.2. Renormalized Solutions and Usual Weak Solutions

A natural question now arises: Is any renormalized solution a usual weak solution of the original problem (1.4)–(1.5)?

To obtain such a result it seems to be natural to assume \( \Phi(u) \) to belong to \( (L^1_{\text{loc}}(\Omega))^N \) in order to give a meaning to each term of (1.4), but even so we do not know the answer to the question, except when stronger assumptions are satisfied by \( u \), as it is shown in Theorem 2.

**Theorem 2.** Assume that (1.1), (1.2), (1.3), (1.6) hold and that \( \Phi \) belongs to \( (C^1(\mathbb{R}))^N \), and let \( u \) be any (renormalized) solution of (1.10)–(1.11) which satisfies

\[
\Phi(u) \in (L^1_{\text{loc}}(\Omega))^N.
\]

(1.12)

Define for \( i \in \{1, \ldots, N\} \)

\[
\omega_i(t) = \int_0^t |\Phi'_i(\tau)| \, d\tau
\]

and assume moreover that

\[
\omega_i(u) \in L^1_{\text{loc}}(\Omega).
\]

(1.13)

Then \( u \) is a usual weak solution of the original problem (1.4)–(1.5).

**Remark 3.** The result of Theorem 2 still holds true if (1.13) is replaced by the assumption

\[
\psi_i(u) \in L^1_{\text{loc}}(\Omega),
\]

(1.14)

where \( \psi_i \) is defined by

\[
\psi_i(t) = \int_0^t |\Phi_i(\tau)| \, d\tau.
\]

In this case \( \Phi \) does not need to belong to \( (C^1(\mathbb{R}))^N \) but only to \( (C^0(\mathbb{R}))^N \).

**Remark 4.** If (1.12) holds true, a sufficient condition for (1.13) to hold is to have

\[
|\omega_i(t)| \leq \text{const} [ |\Phi_i(t)| + |t|^{p^*} + 1 ],
\]

where \( p^* = Np/(N-p) \) when \( p < N \) and \( p^* \) is any positive number when \( p = N \) (if \( p > N \), \( W^{1,p}_{0}(\Omega) \) is embedded in \( L^\infty(\Omega) \) and anything is straightforward).
Another sufficient condition for (1.13) to hold true whenever (1.12) is satisfied is to assume each \( \Phi(t) \) to be monotone (either nondecreasing or nonincreasing) when \( t \) is sufficiently large.

1.3. Energy Identities for Renormalized Solutions

Let us now multiply formally (1.4) by \( u \) and integrate by parts. We get

\[
\int_{\Omega} a(x, u, Du) \, Du \, dx + \int_{\Omega} \Phi(u) \, Du \, dx + \int_{\Omega} g(x, u) u \, dx = \langle f, u \rangle.
\]

Define \( \Phi \in (C^1(\mathbb{R}))^N \) as \( \Phi(t) = \int_0^t \Phi(\tau) \, d\tau \). Then, formally, \( \text{div}(\Phi(u)) = \Phi(u) \, Du \) and by the Divergence Theorem

\[
\int_{\Omega} \Phi(u) \, Du \, dx = \int_{\Omega} \text{div}(\Phi(u)) \, dx = \int_{\partial \Omega} \Phi(0) \, n \, ds = 0
\]

since \( u = 0 \) on \( \partial \Omega \) and \( \Phi(0) = 0 \). Thus formally

\[
\int_{\Omega} a(x, u, Du) \, Du \, dx + \int_{\Omega} g(x, u) u \, dx = \langle f, u \rangle.
\]

(1.15)

Let us note that most of the operations performed before are purely formal. However, (1.15) (and even its extension (1.16)) can be proved to hold whenever \( u \) is a (renormalized) solution of (1.10)–(1.11). Indeed we have:

**Theorem 3.** Assume that (1.1), (1.2), (1.3), (1.6), and (1.7) hold and let \( u \) be any (renormalized) solution of (1.10)–(1.11). Then

\[
\int_{\Omega} s'(u) \, a(x, u, Du) \, Du \, dx + \int_{\Omega} g(x, u) \, s(u) \, dx = \langle f, s(u) \rangle_{W^{-1,p}(\Omega), W^1_{p}(\Omega)}
\]

(1.16)

for any Lipschitz continuous, piecewise \( C^1(\mathbb{R}) \) function \( s \) such that \( s(0) = 0 \).

**Remark 5.** Theorem 3 is particularly useful to prove \( L^p \)-regularity results for renormalized solutions since it justifies multiplications of the equation in renormalized form (1.10)–(1.11) by test functions which are nonlinear in \( u \), for example, by \( |T_n(u)|' T_n(u) \), where \( T_n \) is the truncation to the level \( n \). This is the usual way to obtain \( L^p \)-regularity results in equations of the form (1.4)–(1.5) when \( \Phi \) is bounded and \( f \) has some \( W^{-1,q} \) regularity (\( q > p' \)).

Theorem 3 will be used in Section 4 in order to prove \( L^p \) and \( L^\infty \)-regularity results for the renormalized solutions.
1.4. Test Functions in Renormalization

In the definition (1.10)--(1.11) of renormalized solutions, we used test functions of the form \( h(u) \varphi \) where \( \varphi \) belongs to \( \mathcal{D}(\Omega) \) and \( h \) to \( C^1_c(\mathbb{R}) \), \( u \) being the solution. It is actually possible to take \( \varphi \) in \( W^{1,p}_0(\Omega) \cap L^\infty(\Omega) \) (see (3.5) below) but a larger class of test functions can be used, as proved by the following result.

**Theorem 4.** Assume that (1.1), (1.2), (1.3), (1.6), and (1.7) hold and let \( u \) be any (renormalized) solution of (1.10)--(1.11). Then, for any \( w \in W^{1,p}_0(\Omega) \) such that

\[
Dw = 0 \quad \text{a.e. on } \{ x : |u(x)| \geq k \} \text{ for some } k \in \mathbb{R}^+, \quad (1.17)
\]

\[
g(x, u)w \in L^1(\Omega), \quad (1.18)
\]

we have

\[
\left\{
\begin{aligned}
\int_{\Omega} a(x, u, Du) Dw \, dx + \int_{\Omega} \Phi_k(u) \, Dw \, dx + \int_{\Omega} g(x, u) w \, dx \\
= \langle f, w \rangle_{W^{-1,p}(\Omega), W^{1,p}_0(\Omega)},
\end{aligned}
\right.
\]

where \( \Phi_k(t) \) is defined by

\[
\Phi_k(t) = \begin{cases} 
\Phi(t) & \text{if } |t| \leq k \\
\Phi \left( k \frac{t}{|t|} \right) & \text{if } |t| \geq k.
\end{cases}
\]

Note that \( \Phi_k \) belongs to \( (C^0(\mathbb{R}) \cap L^\infty(\mathbb{R}))^N \), which implies that \( \Phi_k(u) \) lies in \( (L^\infty(\Omega))^N \) for any measurable function \( u \).

1.5. \( L^p \)-Regularity of Renormalized Solutions

\( L^p \)- and \( L^\infty \)-regularity results for solutions of (1.10)--(1.11) can be proved when some \( W^{-1,q} \) regularity \( (q > p') \) is assumed on the right hand side \( f \). Let us recall that the first \( L^p \)-regularity results were proved by G. Stampacchia in [12] when the principal part \( A \) of the operator is linear and \( g \) and \( \Phi \) are identically zero. These results were extended to the nonlinear case when \( \Phi \) is zero in [3] and next when \( \Phi \) has polynomial growth in [4].

Denote

\[
f = -\text{div } c, \quad \text{with } c \in (L^q(\Omega))^N, \quad p' \leq q \leq +\infty \quad (1.20)
\]

and define the number \( r^* \) by

\[
r^* = Nr/(N - r) \quad \text{for } 1 \leq r < N.
\]
Theorem 5. Assume that (1.1), (1.2), (1.3), (1.7), (1.8), and (1.20) hold true and let $u$ be any (renormalized) solution of (1.10)–(1.11).

If $p' \leq q < N/(p-1)$, then $u$ belongs to $L^{p/(p-1)}(\Omega)$ and
\[
\|u\|_{L^{p/(p-1)}(\Omega)} \leq k_1 \|c\|_{(L^q(\Omega))^{n'}}^{1/(p-1)}, \quad k_1 > 0.
\]  

(1.21)

If $q > N/(p-1)$, then $u$ belongs to $L^\infty(\Omega)$ and
\[
\|u\|_{L^\infty(\Omega)} \leq k_2 \|c\|_{(L^q(\Omega))^{n'}}^{1/(p-1)}, \quad k_2 > 0.
\]

(1.22)

If $q = N/(p-1)$, then $u$ belongs to $L^s(\Omega)$ for any $s < +\infty$ and
\[
\|u\|_{L^s(\Omega)} \leq k_3(s) \|c\|_{(L^q(\Omega))^{n'}}^{1/(p-1)}, \quad k_3(s) > 0.
\]

(1.23)

More regularity can be obtained on the solutions of (1.10)–(1.11) when a further coerciveness condition is assumed on the term $g(x, u)$, that is
\[
g(x, t) \geq \alpha |t|^r, \quad \text{a.e. } x \in \Omega, \quad \forall t \in \mathbb{R},
\]

(1.24)

for some $r \geq 1$ and $r > 0$. Then the following result can be proved.

Theorem 6. Assume that (1.1), (1.2), (1.3), (1.7), (1.8), (1.20), and (1.24) hold and let $u$ be any (renormalized) solution of (1.10)–(1.11). If $q \geq p'$, then $u$ belongs to $L^{\min\{p', q\}}(\Omega)$ and
\[
\|u\|_{L^{\min\{p', q\}}(\Omega)} \leq k_4 \|c\|_{(L^q(\Omega))^{n'}}^{\rho p/(p-1)}, \quad k_4 > 0.
\]

(1.25)

Remark 6. When $q > N/(p-1)$ the result of Theorem 5 is stronger than (1.25) since $u$ then belongs to $L^\infty(\Omega)$. In this case no advantage is taken of hypothesis (1.24). The same holds true when $q = N/(p-1)$.

In contrast with this observation, note that for $q < N/(p-1)$, we have $rq/p' \geq [q(p-1)]^*$ whenever $r \geq Np/((N-qp+q))$. In other words hypothesis (1.24) implies some gain of regularity when $r$ is sufficiently large.

1.6. Examples of Applications of the $L^*$-Regularity Results to the Existence of Usual Weak Solutions

The regularity results obtained in Theorems 5 and 6 for renormalized solutions can be used, jointly with Theorems 1 and 2, to prove the existence of a (usual) weak solution for the initial problem (1.4)–(1.5), when $f$ satisfies (1.20) while $\Phi$ satisfies
\[
|\Phi(t)| \leq \text{const}(1 + |t|^\gamma) \quad \text{for some } \gamma \geq 0.
\]

(1.26)
We give here two examples of possible applications.

**Proposition 1.** Assume that (1.1), (1.2), (1.3), (1.7), (1.8), (1.9), (1.20), and (1.26) hold true with $p' \leq q < N/(p-1)$.

Then there exists a (usual) weak solution of (1.4)–(1.5) whenever one of the following two conditions is satisfied:

\[ 0 \leq \gamma \leq \left[ q(p-1) \right]^* - 1 \]  \hspace{1cm} (1.27)

\[ \begin{align*}
0 \leq \gamma &\leq \left[ q(p-1) \right]^* \\
\omega(u) &\in \left( L^1_{\text{loc}}(\Omega) \right)^N \\
\omega_i(t) &\equiv \int_0^t |\Phi_i'(\tau)| \, d\tau \text{ for } i \in \{1, \ldots, N\};
\end{align*} \hspace{1cm} (1.28) \]

if (1.28) is assumed to hold one has to replace (1.7) by the assumption that $\Phi$ belongs to $(C^1(\mathbb{R}))^N$.

**Remark 7.** Let us compare the result of this proposition with the results obtained in [4]. Hypothesis (1.27) is less restrictive than the hypothesis $\gamma < \left[ q(p-1) \right]^*/p'$ made in [4, Sect. 1].

Concerning (1.28) let us observe that the present result allows one to have $\gamma < \left[ q(p-1) \right]^*$ if each $\Phi_i(t)$ is monotone at infinity (see Remark 4); moreover the existence result is here proved for any Leray–Lions operator while in [4, Sect. 4] a growth $\gamma$ strictly less than $\left[ q(p-1) \right]^*$ was allowed only in the case where $A$ was a quasilinear operator $-\text{div}(b(x, u) Du)$ with $p = 2$.

**Remark Added in Proof.** The recent paper [13] improves the result of Proposition 1 when $g = 0$. Indeed in this paper it is proved that there exists a (usual) weak solution of (1.4), (1.5) when $g = 0$ and (1.1), (1.2), (1.3), (1.7), (1.20), and (1.26) hold with $p' \leq q < N/(p-1)$ and

\[ 0 \leq \gamma \leq \left[ q(p-1) \right]^* \]  \hspace{1cm} (1.29)

(compare with (1.27) and (1.28)).

**Proposition 2.** Assume that (1.1), (1.2), (1.3), (1.7), (1.8), (1.9), (1.20), (1.24), and (1.26) hold with $p' \leq q < N/(p-1)$ and $r \geq Np/(N - qp + q)$. Then there exists a (usual) weak solution of (1.4)–(1.5), whenever one of the following conditions is satisfied

\[ 0 \leq \gamma \leq (rq/p') - 1 \]  \hspace{1cm} (1.29)

\[ 0 \leq \gamma \leq rq/p' \quad \text{and} \quad \omega(u) \in \left( L^1_{\text{loc}}(\Omega) \right)^N; \]  \hspace{1cm} (1.30)
if (1.30) is assumed to hold one has to replace (1.7) by the assumption that \( \Phi \) belongs to \((C^1(\mathbb{R}))^N\).

**Remark 8.** In both Propositions 1 and 2 we limited ourselves to the case \( q < N/(p - 1) \), since any renormalized solution belongs to \( L^\infty(\Omega) \) when \( q > N/(p - 1) \) and is thus a (usual) weak solution. (The same is true when \( q = N/(p - 1) \) and \( \Phi \) has a polynomial growth.) Similarly in Proposition 2 we limited ourselves to the case \( r \geq Np/(N - qp + q) \) since otherwise no advantage is taken of hypothesis (1.24) (see Remark 6).

## 2. Proof of Theorem 1

**Step 1. Approximate Solutions and Weak Convergence**

Let us define for each \( k > 0 \), the truncation

\[
T_k(t) = \begin{cases} 
  t & \text{if } |t| \leq k \\
  k \frac{t}{|t|} & \text{if } |t| \geq k
\end{cases}
\]

and, for each \( \varepsilon > 0 \), the approximations

\[
\Phi_\varepsilon(t) = \Phi(T_{1/\varepsilon}(t)), \quad g_\varepsilon(x, t) = T_{1/\varepsilon}(g(x, t)).
\]

From well known results due to J. Leray and J.-L. Lions [10], the following nonlinear elliptic problem

\[
\begin{cases}
- \text{div}(a(x, u_\varepsilon, Du_\varepsilon)) - \text{div}(\Phi_\varepsilon(u_\varepsilon)) + g_\varepsilon(x, u_\varepsilon) = f & \text{in } \mathcal{D}'(\Omega) \\
 u_\varepsilon \in W_0^{1, p}(\Omega)
\end{cases}
\]

has at least one solution \( u_\varepsilon \).

Define \( \tilde{\Phi}_\varepsilon(t) = \int_0^t \Phi_\varepsilon(\tau) \, d\tau \). By the Divergence Theorem (the use of which is licit here since \( \tilde{\Phi}_\varepsilon(u_\varepsilon) \) belongs to \((W_0^{1, p}(\Omega))^N\)) we get

\[
\langle -\text{div} \Phi_\varepsilon(u_\varepsilon), u_\varepsilon \rangle = \int_\Omega \Phi_\varepsilon(u_\varepsilon) \, Du_\varepsilon \, dx = \int_\Omega \text{div} \tilde{\Phi}_\varepsilon(u_\varepsilon) \, dx
\]

\[
= \int_{\partial \Omega} \Phi_\varepsilon(0) n \, ds = 0.
\]
If we multiply (2.1) by \( u_\epsilon \) and integrate by parts, using the previous identity and the sign condition (1.8) we get

\[
\int_\Omega a(x, u_\epsilon, Du_\epsilon) \, Du_\epsilon \, dx \leq \langle f, u_\epsilon \rangle.
\]

Now the coerciveness assumption (1.3) implies that

\[
\|u_\epsilon\|_{W^{1,p}_0(\Omega)}^{p-1} \leq \frac{1}{\varepsilon} \|f\|_{W^{-1,p}(\Omega)} \quad (2.2)
\]

\[
\int_\Omega g(x, u_\epsilon) \, u_\epsilon \, dx \leq c_3. \quad (2.3)
\]

So there exists a subsequence (again denoted by \( u_\epsilon \)) and some \( u \in W^{1,p}_0(\Omega) \) such that

\[
u_\epsilon \rightharpoonup u \quad \text{weakly in } W^{1,p}_0(\Omega) \text{ and a.e. in } \Omega \text{ as } \varepsilon \to 0. \quad (2.4)
\]

By the sign condition (1.8) and Fatou’s Theorem we obtain from (2.3)

\[
g(x, u) u \in L^1(\Omega). \quad (2.5)
\]

On the other hand

\[
g_\epsilon(x, u_\epsilon) \to g(x, u) \quad \text{a.e. in } \Omega \text{ as } \varepsilon \to 0
\]

while for any \( n > 0 \) and any measurable set \( E \) we have in view of (1.8), (1.9), (2.3)

\[
\int_E |g_\epsilon(x, u_\epsilon)| \, dx \leq \int_{E \cap \{|u: u < n\}} |g_\epsilon(x, u_\epsilon)| \, dx + \frac{1}{n} \int_{E \cap \{|u: u \geq n\}} g_\epsilon(x, u_\epsilon) \, u_\epsilon \, dx
\]

\[
\leq \int_E h_\epsilon(x) \, dx + \frac{1}{n} c_3.
\]

Then, by Vitali’s Theorem

\[
g_\epsilon(x, u_\epsilon) \to g(x, u) \quad \text{strongly in } L^1(\Omega). \quad (2.6)
\]

**Step 2. Strong Convergence of \( u_\epsilon \)**

Our aim is now to prove that \( u_\epsilon \) strongly converges to \( u \) in \( W^{1,p}_0(\Omega) \). This will allow us to pass to the limit in (2.1) after multiplication by \( h(u_\epsilon) \) and to complete the proof in Step 6 below. To prove the strong convergence result, let us recall the following lemma which is a variation of a result of J. Leray and J.-L. Lions (see [7, 6] for the proof).
Lemma. Assume that (1.1), (1.2), (1.3) hold true as well as
\[ u_\varepsilon \to u \quad \text{weakly in } W^{1, p}_0(\Omega) \text{ and a.e. in } \Omega, \]  
and that
\[ \int_\Omega \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] D(u_\varepsilon - u) \, dx \to 0 \quad \text{as } \varepsilon \to 0. \]  
Then
\[ u_\varepsilon \to u \quad \text{strongly in } W^{1, p}_0(\Omega). \]  

In view of the lemma, we just need to prove (2.8) in order to obtain the desired result (2.9). This will be done in the following three steps of the proof.

**Step 3. First Estimate**

Define, for each \( k > 0 \) the set
\[ E_k^\varepsilon = \{ x \in \Omega : |u_\varepsilon(x)| \geq k \}. \]

Using in (2.1) the test function \( v_\varepsilon = u_\varepsilon - T_k(u_\varepsilon) \) and the sign condition (1.8) on \( g \) we obtain in a way similar to that of Step 1 (see [5] if necessary) that for any fixed \( k > 0 \)
\[ \limsup_{\varepsilon \to 0} \int_{E_k^\varepsilon} |Du_\varepsilon|^p \, dx \leq \frac{1}{k} \langle f, u - T_k(u) \rangle. \]  

**Step 4. Second Estimate**

Define for \( i, j > 0 \)
\[ F_{ij}^\varepsilon = \{ x \in \Omega : |u_\varepsilon(x) - T_j(u_\varepsilon)| \leq i \}. \]

We will prove that
\[ \lim_{\varepsilon \to 0} \left( \int_{F_{ij}^\varepsilon} \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] D(u_\varepsilon - T_j(u_\varepsilon)) \, dx \right) \]
\[ = \langle f, T_i(u - T_j(u)) \rangle - \int_{\Omega} g(x, u) T_j(u - T_j(u)) \, dx \]
\[ - \int_{\Omega} \left[ a(x, u, Du) \right] D(T_i(u - T_j(u))) \, dx. \]  
\[ \]
In order to obtain (2.11), let us use \( w_\varepsilon = T_j(u_\varepsilon - T_j(u)) \) as test function in (2.1) (see [2, 5], for the use of such nonlinear test functions):

\[
\begin{aligned}
\int_\Omega a(x, u_\varepsilon, Du_\varepsilon) DW_\varepsilon \, dx - \langle \text{div} \, \Phi_\varepsilon(u_\varepsilon), w_\varepsilon \rangle \\
+ \int_\Omega g_\varepsilon(x, u_\varepsilon) w_\varepsilon \, dx = \langle f, w_\varepsilon \rangle.
\end{aligned}
\tag{2.12}
\]

Let us first prove that for \( i, j \) fixed

\[
\lim_{\varepsilon \to 0} \langle \text{div} \, \Phi_\varepsilon(u_\varepsilon), w_\varepsilon \rangle = 0.
\tag{2.13}
\]

Indeed

\[
DW_\varepsilon = \begin{cases} 
D(u_\varepsilon - T_j(u)) & \text{on } F^\varepsilon_{ij} \\
0 & \text{on } \Omega - F^\varepsilon_{ij}.
\end{cases}
\]

Since

\[
|u_\varepsilon(x)| \leq |u_\varepsilon(x) - T_j(u(x))| + |T_j(u(x))| \leq i + j \quad \text{on } F^\varepsilon_{ij},
\]

we have

\[
\Phi_\varepsilon(u_\varepsilon(x)) = \Phi(T_{1/\varepsilon}(u_\varepsilon(x))) = \Phi(T_{i+j}(u(x))) \quad \text{on } F^\varepsilon_{ij} \quad \text{for } \frac{1}{\varepsilon} \geq i + j.
\]

Thus if \( 1/\varepsilon \geq i + j \)

\[
\langle - \text{div} \, \Phi_\varepsilon(u_\varepsilon), w_\varepsilon \rangle = \int_\Omega \Phi_\varepsilon(u_\varepsilon) DW_\varepsilon \, dx = \int_\Omega \Phi(T_{i+j}(u_\varepsilon)) DW_\varepsilon \, dx.
\]

As \( \varepsilon \to 0 \), this term tends to

\[
\int_\Omega \Phi(T_{i+j}(u)) DT_j(u - T_j(u)) \, dx
\]

which vanishes using the Divergence Theorem as in the identity established after (2.1). This proves (2.13).

Let us now study the term \( \int_\Omega g_\varepsilon(x, u_\varepsilon) w_\varepsilon \, dx \) of (2.12). We have

\[
w_\varepsilon \overset{\text{wk*}}{\to} T_j(u - T_j(u)) \quad \text{weakly * in } L^\infty(\Omega).
\tag{2.14}
\]

By (2.14), (2.6), we get

\[
\lim_{\varepsilon \to 0} \int_\Omega g_\varepsilon(x, u_\varepsilon) w_\varepsilon \, dx = \int_\Omega g(x, u) T_j(u - T_j(u)) \, dx.
\]
Since $w_\varepsilon$ tends to $T_i(u - T_j(u))$ weakly in $W^{1,p}_0(\Omega)$, we have proved that

$$
\lim_{\varepsilon \to 0} \int_\Omega a(x, u_\varepsilon, Du_\varepsilon) \, Dw_\varepsilon \, dx
= \langle f, T_i(u - T_j(u)) \rangle - \int_\Omega g(x, u) \, T_i(u - T_j(u)) \, dx.
$$

(2.15)

By the strong convergence of $u_\varepsilon$ to $u$ in $L^p(\Omega)$ and (1.1), it is easy to obtain (2.11) from (2.15).

**Step 5. Proof of (2.8)**

In (2.8) let us split the integral over $\Omega$ as

$$
\int_\Omega \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] \, D(u_\varepsilon - u) \, dx = I^\varepsilon_y + II^\varepsilon_y
$$

(2.16)

where

$$
I^\varepsilon_y = \int_{F^\varepsilon_y} \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] \, D(u_\varepsilon - u) \, dx
$$

and

$$
II^\varepsilon_y = \int_{\Omega - F^\varepsilon_y} \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] \, D(u_\varepsilon - u) \, dx.
$$

Note that

$$
I^\varepsilon_y = \int_{F^\varepsilon_y} \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] \, D(u_\varepsilon - T_j(u)) \, dx
+ \int_{F^\varepsilon_y} \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] \, D(T_j(u) - u) \, dx.
$$

Now observe that the right hand side of (2.11) is bounded by a function of $j$ which goes to zero as $j$ tends to $\infty$; indeed

$$
\left| \int_\Omega a(x, u, Du) \, DT_i(u - T_j(u)) \, dx \right| \leq \| a(x, u, Du) \|_{(L^p(\Omega))^n} \| u - T_j(u) \|_{W^{1,p}_0(\Omega)}
$$

$$
| \langle f, T_i(u - T_j(u)) \rangle | \leq \| f \|_{L^p(\Omega)} \| u - T_j(u) \|_{W^{1,p}_0(\Omega)}
$$

$$
\left| \int_\Omega g(x, u) \, T_i(u - T_j(u)) \, dx \right| \leq \int_{\{|u| \geq j\}} g(x, u) \, u \, dx
$$

and we know from (2.5) that $g(x, u)u$ belongs to $L^1(\Omega)$. This allows us to estimate the first term of $I^\varepsilon_y$. 
Using the boundedness of \( u_\varepsilon \) in \( W^{1, p}_0(\Omega) \) and (1.1) we can estimate the second term of \( I^{\varepsilon}_j \) in the same way. We thus deduce that

\[
\limsup_{\varepsilon \to 0} I^{\varepsilon}_j \leq F(j), \quad \text{where } \ F(j) \to 0 \text{ as } j \to +\infty.
\]  

(2.17)

Let us now come to \( II^{\varepsilon}_j \). Since for each \( i > j > 0 \)

\[
E^{\varepsilon}_{i-j} \supseteq \Omega - F^{\varepsilon}_j
\]

we have

\[
\begin{aligned}
II^{\varepsilon}_j &\leq \int_{E^{\varepsilon}_{i-j}} \left[ a(x, u_\varepsilon, Du_\varepsilon) - a(x, u_\varepsilon, Du) \right] D(u_\varepsilon - u) \, dx \\
&\leq c_2 \int_{E^{\varepsilon}_{i-j}} |Du_\varepsilon|^p - c_2 |Du|^p + 2c_1 |u_\varepsilon|^p - 2d(x) \right] \\
&\leq c_4 \left( \int_{E^{\varepsilon}_{i-j}} |Du_\varepsilon|^p \, dx + \int_{E^{\varepsilon}_{i-j}} |Du|^p + |u_\varepsilon|^p + |d|^p \, dx \right).
\end{aligned}
\]  

(2.18)

By the estimate (2.10) the first term of the right hand side of (2.18) is small provided \( i - j \) is sufficiently large. Moreover using Lebesgue’s dominated convergence Theorem and Vitali’s Theorem, we have

\[
\limsup_{\varepsilon \to 0} \int_{E^{\varepsilon}_{i-j}} \left[ |Du|^p + |u_\varepsilon|^p + |d|^p \right] \, dx
\]

\[
\leq \int_{\{|u| \geq i-j\}} \left[ |Du|^p + |u|^p + |d|^p \right] \, dx
\]

which is small again if \( i - j \) is sufficiently large. Thus \( II^{\varepsilon}_j \) is small if \( i - j \) is large.

This last result, (2.17), and (2.16) prove that (2.8) holds true. By the lemma this implies (2.9).

Step 6. End of the Proof

Let us now multiply (2.1) by \( h(u_\varepsilon) \varphi \), where \( h \in C^1_c(\mathbb{R}) \) and \( \varphi \in \mathcal{D}(\Omega) \) and integrate by parts: we obtain

\[
\begin{aligned}
\left\{ \int_\Omega \left[ a(x, u_\varepsilon, Du_\varepsilon) + \Phi(x)(u_\varepsilon) \right] \left[ h'(u_\varepsilon) \varphi \, Du_\varepsilon + h(u_\varepsilon) \, D\varphi \right] \, dx \\
+ \int_\Omega g(x, u_\varepsilon) \, h(u_\varepsilon) \varphi \, dx = \langle f, h(u_\varepsilon) \varphi \rangle.
\right.
\end{aligned}
\]  

(2.19)
Since $h$ and $h'$ have compact support on $\mathbb{R}$, we have for $\varepsilon$ sufficiently small
\[
\Phi_{\varepsilon}(t) h(t) = \Phi(T_{1/\varepsilon}(t)) h(t) = \Phi(t) h(t)
\]
\[
\Phi_{\varepsilon}(t) h'(t) = \Phi(T_{1/\varepsilon}(t)) h'(t) = \Phi(t) h'(t),
\]
and the functions $\Phi h$ and $\Phi h'$ belong to $(C^0(\mathbb{R}) \cap L^\infty(\mathbb{R}))'$. Now, using (2.6) and (2.9) it is easy to pass to the limit in each term of (2.19) and to obtain

\[
\begin{align*}
\frac{1}{\varepsilon} \int_\Omega a(x, u, Du)[h'(u) \varphi Du + h(u) D\varphi] \, dx \\
+ \int_\Omega \Phi(u) h'(u) \varphi Du \, dx + \int_\Omega \Phi(u) h(u) D\varphi \, dx \\
+ \int_\Omega g(x, u) h(u) \varphi \, dx = \langle f, h(u) \varphi \rangle \quad \forall h \in C^1([\mathbb{R}]), \forall \varphi \in \mathcal{D}(\Omega)
\end{align*}
\]

which is equivalent to (1.11). Theorem 1 is proved.

3. PROOF OF THEOREMS 2, 3, AND 4

3.1. Proof of Theorem 2 and Remark 3

Let $u$ be a solution of (1.10)–(1.11). Consider $H \in \mathcal{D}(\mathbb{R})$ such that
\[
H(t) = 1 \text{ if } |t| \leq 1, \quad H(t) = 0 \text{ if } |t| \geq 2,
\]
\[
|H(t)| \leq 1, \quad |H'(t)| \leq 2 \quad \forall t \in \mathbb{R}
\]
and define for $\varepsilon > 0$, $h_\varepsilon$ by

\[
h_\varepsilon(t) = \begin{cases} 
H \left( t + \frac{1}{\varepsilon} \right) & \text{if } t + \frac{1}{\varepsilon} \leq 0 \\
1 & \text{if } |t| \leq \frac{1}{\varepsilon} \\
H \left( t - \frac{1}{\varepsilon} \right) & \text{if } t - \frac{1}{\varepsilon} \geq 0.
\end{cases}
\]
The function $h_{\varepsilon}$ belongs to $C^1_c(\mathbb{R})$ and can be used in (1.11). Then for any $\varphi$ in $D(\Omega)$ we have

$$
\begin{align*}
\int_\Omega a(x, u, Du)[h'_{\varepsilon}(u)\varphi Du + h_{\varepsilon}(u) D\varphi] \, dx \\
+ \int_\Omega \Phi(u) h'_{\varepsilon}(u) \varphi Du \, dx + \int_\Omega \Phi(u) h_{\varepsilon}(u) D\varphi \, dx \\
+ \int_\Omega g(x, u) h_{\varepsilon}(u) \varphi \, dx = \langle f, h_{\varepsilon}(u) \varphi \rangle.
\end{align*}
$$

(3.2)

Since

$$
|h_{\varepsilon}(t)| \leq 1, \quad h_{\varepsilon}(t) \to 1 \text{ as } \varepsilon \to 0
$$

$$
|h'_{\varepsilon}(t)| \leq 2, \quad h'_{\varepsilon}(t) \to 0 \text{ as } \varepsilon \to 0,
$$

and since Lebesgue's dominated convergence Theorem implies that

$$
h_{\varepsilon}(u) \to 1 \quad \text{strongly in } W^{1,p}(\Omega),
$$

we can pass to the limit in the first and the last term of (3.2).

In the third and in the fourth integrals we can use Lebesgue's dominated convergence theorem since by (1.12)

$$
|\Phi_i(u) h_{\varepsilon}(u)| \leq |\Phi_i(u)| \in L^1_{lo}(\Omega) \quad \text{for } i \in \{1, ..., N\}
$$

$$
|g(x, u) h_{\varepsilon}(u)| \leq |g(x, u)| \in L^1(\Omega).
$$

We have now to pass to the limit in the second integral of (3.2). We can write it as

$$
\int_\Omega \Phi(u) h'_{\varepsilon}(u) \varphi Du \, dx = \int_\Omega \text{div}(\tilde{\psi}_{\varepsilon}(u)) \varphi \, dx = -\int_\Omega \tilde{\psi}_{\varepsilon}(u) D\varphi \, dx,
$$

(3.3)

where

$$
\begin{align*}
\tilde{\psi}_{\varepsilon}(t) &= (\tilde{\psi}_{1\varepsilon}(t), ..., \tilde{\psi}_{N\varepsilon}(t)), \\
\tilde{\psi}_{\varepsilon}(t) &= \int_0^t \Phi_i(\tau) h'_{\varepsilon}(\tau) \, d\tau, \quad i \in \{i, ..., N\}.
\end{align*}
$$

(3.4)
Now since
\[ \tilde{\psi}_{\varepsilon}(t) \to 0 \quad \text{as} \quad \varepsilon \to 0 \quad \forall t \in \mathbb{R} \]
\[ \tilde{\psi}_{\varepsilon}(t) = -\int_0^t \Phi_i'(\tau) h_i(\tau) d\tau + \Phi_i(t) h_i(t) - \Phi_i(0) h_i(0) \]
we have
\[ |\tilde{\psi}_{\varepsilon}(t)| \leq \int_0^t |\Phi_i'(\tau)| d\tau + |\Phi_i(t)| + |\Phi_i(0)| = \omega_i(t) + |\Phi_i(t)| + |\Phi_i(0)|. \]
Since by the hypotheses \( \omega_i(u) \) and \( \Phi_i(u) \) belong to \( L^1_{\text{loc}}(\Omega) \), we have, by Lebesgue's Theorem
\[ \tilde{\psi}_{\varepsilon}(u) \to 0 \quad \text{strongly in} \quad L^1_{\text{loc}}(\Omega) \]
and the last expression of (3.3) tends to zero.

We proved that for any \( \phi \in \mathcal{D}(\Omega) \)
\[ \int_{\Omega} a(x, u, Du) D\phi \ dx + \int_{\Omega} \Phi(u) D\phi \ dx + \int_{\Omega} g(x, u) \phi \ dx = \langle f, \phi \rangle \]
which is equivalent to (1.4). Theorem 2 is proved.

In the setting of Remark 3, the term (see (3.3))
\[ \int_{\Omega} \Phi(u) h_i'(u) \phi \ dx = -\int_{\Omega} \tilde{\psi}_{\varepsilon}(u) D\phi \ dx \]
(where \( \tilde{\psi}_{\varepsilon} \) is defined by (3.4)) tends again to zero as \( \varepsilon \) tends to zero. Indeed since
\[ |\tilde{\psi}_{\varepsilon}(t)| \leq 2\psi_i(t), \]
\[ \tilde{\psi}_{\varepsilon}(t) \to 0 \quad \text{as} \quad \varepsilon \to 0 \quad \forall t \in \mathbb{R}, \]
we have, by Lebesgue's Theorem,
\[ \tilde{\psi}_{\varepsilon}(u) \to 0 \quad \text{strongly in} \quad L^1_{\text{loc}}(\Omega) \]
whenever (1.14) holds true.

3.2. Proof of Theorem 3

Let \( u \) be a solution of (1.10)–(1.11) and \( s \) be a Lipschitz continuous piecewise \( C^1 \) function from \( \mathbb{R} \) to \( \mathbb{R} \) such that \( s(0) = 0 \).
Step 1. Equation (1.11) is understood in the distributional sense and is thus equivalent to (2.20). We approximate any $v$ of $W^{1,p}_0(\Omega) \cap L^\infty(\Omega)$ by a sequence $\varphi_n$ of $\mathcal{D}(\Omega)$ such that $(\varphi_n)$ is bounded in $L^\infty(\Omega)$, and $\varphi_n$ strongly converges to $v$ in $W^{1,p}_0(\Omega)$. Then (2.20) implies that

$$
\begin{aligned}
\int_\Omega a(x, u, Du)[h'(u)v Du + h(u)Dv] \, dx \\
+ \int_\Omega \Phi(u) h'(u)v Du \, dx + \int_\Omega \Phi(u) h(u)Dv \, dx + \int_\Omega g(x, u) h(u)v \, dx \quad & (3.5) \\
= \langle f, h(u)v \rangle & \quad \forall h \in C^1_\text{c}(\mathbb{R}), \quad \forall v \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega).
\end{aligned}
$$

Step 2. We assume in this step that $s$ is bounded.

Then $s(u) \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega)$ and can be used as test function in (3.5) yielding

$$
\begin{aligned}
\int_\Omega a(x, u, Du)[h'(u)s(u) + h(u)s'(u)] \, Du \, dx \\
+ \int_\Omega \Phi(u) h'(u)s(u) \, Du \, dx + \int_\Omega \Phi(u) h(u)s'(u) \, Du \, dx \\
+ \int_\Omega g(x, u) h(u) s(u) \, dx = \langle f, h(u) s(u) \rangle & \quad \forall h \in C^1_\text{c}(\mathbb{R}).
\end{aligned}
$$

Define now $v_1(t) = \int_0^t \Phi(\tau) h'(\tau) s(\tau) \, d\tau$. This function is $C^1(\mathbb{R})$ with bounded derivative in $\mathbb{R}$. Then we can apply the Divergence Theorem and get

$$
\int_\Omega \Phi(u) h'(u)s(u) \, Du \, dx = \int_\Omega \text{div}(v_1(u)) \, dx = 0.
$$

Similarly

$$
\int_\Omega \Phi(u) h(u)s'(u) \, Du \, dx = \int_\Omega \text{div}(v_2(u)) \, dx = 0,
$$

where

$$
v_2(t) = \int_0^t \Phi(\tau) h(\tau) s'(\tau) \, d\tau.
$$

We thus have

$$
\begin{aligned}
\int_\Omega a(x, u, Du)[h'(u)s(u) + h(u)s'(u)] \, Du \, dx + \int_\Omega g(x, u) h(u) s(u) \, dx \\
= \langle f, h(u) s(u) \rangle & \quad \forall h \in C^1_\text{c}(\mathbb{R}).
\end{aligned}
$$
Use now in (3.6) the function $h_\varepsilon$ defined in (3.1). It is easy to prove that, as $\varepsilon \to 0$

$$h_\varepsilon(u) \to s(u) \quad \text{strongly in } W^{1,p}_0(\Omega)$$

$$g(x, u) h_\varepsilon(u) \to g(x, u) s(u) \quad \text{strongly in } L^1(\Omega)$$

for any bounded, Lipschitz continuous, piecewise $C^1$ function $s$ such that $s(0) = 0$. Passing to the limit in (3.6) proves (1.16) when $s$ is bounded.

**Step 3.** The general case, where the function $s$ is no more assumed to be bounded, is achieved using in (1.16) the test function $s_n(t) = T_\varepsilon(s(t))$. This gives

$$\int_\Omega s'_n(u) a(x, u, Du) \, Du \, dx + \int_\Omega g(x, u) s_n(u) \, dx = \langle f, s_n(u) \rangle. \quad (3.7)$$

Since as $n \to \infty$

$$s_n(u) \to s(u) \quad \text{strongly in } W^{1,p}_0(\Omega)$$

$$g(x, u) s_n(u) \to g(x, u) s(u) \quad \text{strongly in } L^1(\Omega)$$

(recall that $g(x, u)u$ belongs to $L^1(\Omega)$ and that $|s(t)| \leq C |t|$, for some constant $C$, because $s$ is a Lipschitz continuous function), we easily pass to the limit in (3.7) obtaining (1.16).

Theorem 3 is proved.

### 3.3. Proof of Theorem 4

**Step 1.** Consider first the case where, further to (1.17), the function $w$ belongs to $L^\infty(\Omega)$ and note that (1.18) holds true in this case.

By Step 1 of the proof of Theorem 3, we can use $w$ as test function in (3.5). With $h_\varepsilon \in C^1_c(\mathbb{R})$ given by (3.1) this yields

$$\begin{aligned}
\int_\Omega a(x, u, Du) [h_\varepsilon'(u)w \, Du + h_\varepsilon(u) \, Dw] \, dx \\
+ \int_\Omega \Phi(u) h_\varepsilon'(u)w \, Du \, dx + \int_\Omega \Phi(u) h_\varepsilon(u) \, Dw \, dx \\
+ \int_\Omega g(x, u) h_\varepsilon(u) \, dw = \langle f, h_\varepsilon(u)w \rangle.
\end{aligned} \quad (3.8)$$

Because of (1.17) and of the definition of $\overline{\Phi}_k$ given after (1.19) we have on the first hand

$$\int_\Omega \Phi(u) h_\varepsilon(u) \, Dw \, dx = \int_\Omega \overline{\Phi}_k(u) \, Dw \, dx \quad \text{if } \frac{1}{\varepsilon} \geq k,$$
and, on the other hand,

\[
\int_{\Omega} \Phi(u) h_{\varepsilon}(u) w \, Du = \int_{\Omega} \text{div}(\tilde{\psi}_\varepsilon(u)) w \, dx
\]

\[
= - \int_{\Omega} \tilde{\psi}_\varepsilon(u) \, Dw \, dx = 0 \quad \text{if} \quad \frac{1}{\varepsilon} \geq k
\]

(where \(\tilde{\psi}_\varepsilon(t)\) is defined by (3.4) and thus satisfies \(\tilde{\psi}_\varepsilon(t) = 0\) when \(|t| \leq \frac{1}{\varepsilon}\)).

Passing to the limit in (3.8), for \(\varepsilon\) tending to zero, implies that

\[
\begin{cases}
\int_{\Omega} a(x, u, Du) \, Dw \, dx + \int_{\Omega} \Phi_k(u) \, Dw \, dx \\
+ \int_{\Omega} g(x, u) w \, dx = \langle f, w \rangle
\end{cases}
\]

(3.9)

for any \(w\) in \(W^{1, p}_0(\Omega) \cap L^{\infty}(\Omega)\) which satisfies (1.17).

**Step 2.** To obtain (1.19) for any \(w\) in \(W^{1, p}_0(\Omega)\) satisfying (1.17) and (1.18), it is now sufficient to take \(w_n = T_n(w)\) in (3.9) and to pass to the limit with \(n\) tending to infinity: note that \(w_n\) still satisfies (1.17) and that

\[
|g(x, u) T_n(w)| \leq |g(x, u) w| \quad \text{a.e. in } \Omega.
\]

4. PROOF OF THEOREMS 5 AND 6 AND OF PROPOSITIONS 1 AND 2

4.1. Proof of Theorem 5

Let us first consider the case \(q = p'.\) Then \(q(p - 1) = p\) and (1.21) immediately follows from (1.16) with \(s(u) = u.\)

Consider now the case \(p' < q < N(p - 1).\) Using in (1.16) the Lipschitz continuous, piecewise \(C^1\) function \(s(t) = |T_n(t)|^m T_n(t)\) where \(T_n\) is the truncation at level \(n\) and \(m = N(qp - q - p)/(N - qp + q)\) yields

\[
\int_{\Omega} s'(u) a(x, u, Du) \, Du \, dx + \int_{\Omega} g(x, u) s(u) \, dx = \int_{\Omega} c(x) s'(u) \, Du \, dx.
\]

(4.1)
From this relation, (1.3), (1.8), and Young’s inequality we have

\[
\begin{align*}
&\alpha \int_\Omega |DT_n(u)|^p |T_n(u)|^m \, dx \\
&\leq \int_\Omega |c(x)| |T_n(u)|^m |DT_n(u)| \, dx \\
&\leq \frac{\alpha}{2} \int_\Omega |DT_n(u)|^p |T_n(u)|^m \, dx + c_s \int_\Omega |c(x)|^\nu |T_n(u)|^m \, dx.
\end{align*}
\]  
(4.2)

Then

\[
\begin{align*}
&\left( \int_\Omega (|DT_n(u)| |T_n(u)|^{m/p})^p \, dx \right)^{q/p} \\
&\leq \frac{2}{\alpha} c_s \|c\|_{L^p(\Omega)^N} \left( \int_\Omega |T_n(u)|^{mq/(q-p')} \, dx \right)^{(q-p')/q}.
\end{align*}
\]  
(4.3)

Now

\[
(m/p + 1) D(T_n(u)) |T_n(u)|^{m/p} = D(|T_n(u)|^{m/p} T_n(u)).
\]

By the Sobolev inequality, we obtain from (4.3) (since \(p < N\) here)

\[
\left( \int_\Omega (|T_n(u)|^{m/p + 1})^{p^*} \, dx \right)^{p/p^*} \leq c_6 \|c\|_{L^p(\Omega)^N} \left( \int_\Omega |T_n(u)|^{mq/(q-p')} \, dx \right)^{(q-p')/q}.
\]

By the choice of \(m\) we get (1.21) for \(T_n(u)\) since \((m/p + 1) p^* = mq/(q-p') = [q(p-1)]^*\).

Passing to the limit on \(n\) implies (1.21) for \(u\) itself.

If \(q = N/(p-1)\), then \(c(x) \in (L^q(\Omega))^N\) for any \(\tilde{q}, p' < \tilde{q} < N/(p-1)\), and the result (1.23) follows from (1.21).

Finally if \(q > N/(p-1)\), the proof of the \(L^\infty\)-estimate (1.22) is quite similar to the one given in [12, 3]. Indeed we use in (1.16) the function \(s(t) = t - T_k(t)\), \(k > 0\), and then we proceed as in [3] since now the term involving \(\Phi(u)\) has disappeared.

4.2. Proof of Theorem 6

The proof is similar to the proof of Theorem 5. Consider the case \(p' < q\) (the case \(p' = q\) corresponds to \(\sigma = 0\) in what follows) and use in (1.16) the function \(s(t) = |T_n(t)|^\sigma T_n(t)\) with \(\sigma = r(q-p')/p'\).

In view of (1.24) the term involving \(g(x, u)\) gives a positive contribution to the estimate since \(r \geq 1\) implies

\[
\int_\Omega g(x, u) s(u) \, dx \geq v \int_\Omega |T_n(u)|^{r+\sigma} \, dx.
\]
We then have in place of (4.2)

\[
\alpha \int_{\Omega} |DT_n(u)|^r |T_n(u)|^\sigma \, dx + \frac{\nu}{\sigma + 1} \int_{\Omega} |T_n(u)|^{r+\sigma} \, dx \\
\leq \int_{\Omega} |c(x)| |T_n(u)|^\sigma |DT_n(u)| \, dx \\
\leq \frac{\alpha}{2} \int_{\Omega} |DT_n(u)|^r |T_n(u)|^\sigma \, dx + c_7 \int_{\Omega} |c(x)|^p |T_n(u)|^\sigma \, dx.
\]

Then, since \( p' < q \) we have

\[
\int_{\Omega} |T_n(u)|^{r+\sigma} \, dx \leq c_8 \int_{\Omega} |c(x)|^\sigma \, dx + \frac{1}{2} \int_{\Omega} |T_n(u)|^{\sigma q/(q-p')} \, dx.
\]

Since \( r + \sigma = \sigma q/(q-p') = r q/p' \), the estimate (1.24) is obtained for \( T_n(u) \). Passing to the limit on \( n \) implies (1.25) for \( u \) itself.

4.3. Proof of Propositions 1 and 2

Proof of Proposition 1. Under the hypotheses of Proposition 1, Theorem 1 applies and provides the existence of a renormalized solution. Actually this renormalized solution turns out to be a usual weak solution: indeed if (1.27) holds true, the estimate (1.21) of Theorem 5 ensures that both conditions (1.12) and (1.14) of Remark 3 are satisfied; if (1.28) holds true, the same estimate (1.21) and Theorem 2 imply the result since conditions (1.12) and (1.13) are satisfied.

Proof of Proposition 2. The proof is similar to the proof of Proposition 1. In this case one uses Theorem 6 to obtain \( L^1 \)-regularity results sufficient to imply (1.12) and (1.14) (or (1.13)).
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