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Introduction

This work is devoted to the study of some partial differential equations whose nonlinear character gives rise to a free boundary: the boundary of an a priori unknown and positively measured region where the solution of the equation vanishes identically.

The formation of this free boundary holds under some adequate balance between two of the terms of the equation representing the different peculiarities of the phenomenon under consideration: diffusion, absorption, convection, evolution, etc. These particular balances take place neither in the case of linear equations nor in every nonlinear equation. The characterization of these special balances for several classes of nonlinear equations, important in the applications, is one of the main goals of the work. This first volume is dedicated to elliptic equations; a second volume dealing with parabolic and hyperbolic equations is now in preparation.

The present work is an attempt to unify various known aspects of a nonlinear PDE giving rise to such a free boundary and also to present recent results and methods.

Physical motivation

Although in this work the treatment will be of a mathematical character it seems interesting to mention, at least in this introduction, the physical motivation of the equations dealt with. The three following stationary problems form, perhaps, the main context in which the nonlinear equations in consideration appear.

(A) Reaction-diffusion problems. Consider, for instance, a single, irreversible, steady-state reaction taking place in a bounded domain, $\Omega$ in $\mathbb{R}^N$. The reactant being consumed in $\Omega$ is replaced through diffusion from the ambient region so that a steady state is possible. Problems of this type are discussed in detail in Aris [1]. A nonlinear system is obtained for the density $u$ and the temperature $T$ of the reactant. Upon eliminating $T$ the system can be reduced to a scalar problem for the concentration
where $\Delta$ is the Laplacian operator, $\lambda$ is a positive constant (the Thiele modulus) and $f(u)$ is the ratio of the reaction rate at concentration $u$ to the reaction rate at concentration unity. Clearly, the concentration $u$ must be nonnegative. The given function $f(u)$ is defined for $u > 0$, is nonnegative and satisfies $f(0) = 0$ and $f(1) = 1$. Moreover, if the reaction is isothermal or endothermic, $f$ turns out to be monotone increasing, which is not usually true for exothermic reactions. In any case, $f$ may fail to be differentiable or even continuous at the origin. This is illustrated for isothermal reactions of the form $f(u) = u^q$, where $q$ is called the order of the reaction. If $0 < q < 1$, $f$ is continuous but not differentiable at the origin, whereas if $q = 0$, $f$ is actually discontinuous at the origin (recall that $f(0)$ must be zero).

It turns out that the density of the reactant $u$ may be zero in a closed interior region $\Omega_0$ called a dead core. In such a set, no reaction takes place so that $\Omega_0$ is wasted. For instance, in a catalyst pellet, one could just as well to dispense with the region $\Omega_0$ and save that amount of catalyst. Such a dead core can only occur if the reaction rate remains high as the concentration decreases, for it may be then impossible for diffusion to draw reactant sufficiently fast from the exterior of $\Omega$ to reach the central part of $\Omega_0$. One of the most important goals of this volume is to find out when a set where the solution vanishes exists, to give estimates of its size and location and to study its geometry. If, for instance, $f(u) = u^q$, $q > 0$, a particularization of the results in Chapter 1 shows that a dead core may only exist if and only if $0 < q < 1$ and $\lambda$ is large enough. This also shows how for the equation (1) the existence of the free boundary given by $\Delta(a - \Omega_0) = \Omega$ is ambiguous, and it takes place only for some adequate nonlinear terms $f$. (A complete characterization will be given in Chapter 1).

(B) Non-Newtonian fluids. The second order nonlinear elliptic equation

$$- \Delta u + \lambda f(u) = 0 \quad \text{in} \quad \Omega \quad (1)$$

$$u = 1 \quad \text{on} \quad \partial \Omega \quad (2)$$

where $\nabla u$ denotes the gradient of $u$ and $|\nabla u|$ is the Euclidean norm in $\mathbb{R}^n$ of the vector $\nabla u$. It appears in the study of non-Newtonian fluids. Indeed, when studying the laws of motion of fluid media, Newtonian fluids are usually considered to be those for which the relation between the shear stress $\tau$ and the velocity gradient $\frac{du}{dx}$ (for simplicity we shall here restrict ourselves to the plane case) takes the form

$$\tau = \mu \frac{du}{dx}.$$ (4)

However, this approximation is satisfactory only for a limited number of actual fluid media. Dispersive media treated according to a continuum model do not obey the law given by (4). The motions of such non-Newtonian fluids are studied in rheology (see e.g. Astariati-Marruci [1]). Usually (4) is substituted by the power rheological law

$$\tau = \mu \left| \frac{du}{dx} \right|^p \frac{du}{dx} \quad , \quad p > 1.$$ (5)

The quantities $\mu$ and $p$ are the rheological characteristics of the medium. Media with $p > 2$ are called dilatent fluids, and those with $p < 2$ are called pseudoplastics. When $p = 2$ they are Newtonian fluids. The study of the non-Newtonian flow properties of such media having conductivity in electromagnetic fields leads to equations similar to (3). Consider, for instance, that the conducting fluid moves in a flat channel, $x = \pm 1$, whose non-conducting walls move along the $x$ axis with a velocity $\pm u_0$, (magnetohydrodynamic Couette flow). There is no pressure gradient, no electric field and the external magnetic field of induction is perpendicular to the walls. By normalizing, we arrive at the problem

$$- \frac{d}{dx} \left( \left| \frac{du}{dx} \right|^p \frac{du}{dx} \right) + \lambda u = 0 \quad \text{in} \quad \Omega = (-1,1) \quad (6)$$

$$u(\pm 1) = 1.$$ (7)

where $\lambda$ is a positive constant (the generalized Hartmann number). The physics of the problem shows (see L.K.Martinson-K.B.Pavlov [1]) that for dilatent fluids ($p > 2$), and only for these fluids, and for $\lambda$ large enough, flow zones appear in which the fluid moves at velocity which vanishes over the channel cross-section. Again, the regions $\Omega_0 \equiv \{u = 0\}$, now called
quasi-solid zones, may appear, for adequate values of \( p \), and so the existence of the free boundary \( \partial \Omega - \partial \Omega_c \) is not automatically derived for any equation (6). The study of the free boundary in this particular situation is also contained in the general treatment made in Chapter 1.

(C) Nonlinear diffusion problems. The study of the steady-state of many different problems governed by a nonlinear diffusion in the presence of an absorption term leads to the equation

\[
- \Delta \varphi(u) + f(u) = g(x) \quad \text{in} \quad \Omega
\]

\[
u = h(x) \quad \text{on} \quad \partial \Omega
\]

where \( \Omega \) is an open bounded set (eventually unbounded), \( \varphi \) and \( f \) are real continuous nondecreasing functions such that \( \varphi(0) = f(0) = 0 \) and \( g \) and \( h \) are given functions. Equation (8) is sometimes written in the so-called Fickian diffusion form:

\[-\text{div}(k(u)\nabla u) + f(u) = g(x)\]

where function \( k \) is any primitive of \( \varphi \). Some typical choices of \( \varphi \) in applications are the following:

\( (C_1) \) Flows through porous media (slow diffusion problems). Via Darcy's law equation (8) holds for \( \varphi \) satisfying the additional assumptions \( \varphi'(0) = 0 \) and \( \varphi'(u) > 0 \) if \( u \neq 0 \) as, for instance, \( \varphi(u) = |u|^{m-1}u \), \( m > 1 \) (see Bear [1]), and this same type of \( \varphi \) also occurs for nonlinear heat conduction when the thermal conductivity depends on temperature (see Zeldovich-Raizer [1]), in the spread of certain biological populations (Gurtin-MacCamy [1] and Okubo [1]), in the spread of a thin drop of viscous fluid over a horizontal plane under gravity (Lacey-Ockendon-Taylor [1]), in solar prominences (Ames [1]), and in galactic civilizations (Newman-Sagan [1]).

\( (C_2) \) Plasma physics (fast diffusion problems). Certain mathematical models of a thermal evolution of a heated plasma lead to nonlinear operators as in (8). (See Berryman-Holland [1] or Kamien-Reagan [1]). Now the natural assumptions on \( \varphi \) are \( \varphi'(0) = +\infty \) and \( \varphi'(u) > 0 \) if \( u \neq 0 \) as for instance, \( \varphi(u) = |u|^{m-1}u \) with \( 0 < m < 1 \).

\( (C_3) \) Stefan-like problems. Equation (8) is also related to the classic as well as generalizations of the two phase Stefan problem (see references in the survey Niezgoda [1]). Mainly, \( \varphi \) is taken such that \( \varphi(0,a) = 0 \) and \( \varphi(u) > 0 \) for \( u \not\in (0,a) \) for some \( a > 0 \).

As in the preceding examples, in the third context the existence of a subset \( \Omega_c \) where \( u \) vanishes has a physical meaning and it depends on the behaviour of the nonlinear terms \( \varphi \) and \( f \) at the origin.

A short summary

In spite of the general title of this work, by now the reader should be aware that we shall not study different types of free boundaries here, but only the one generated by the boundary of a subset where the solution of a nonlinear PDE vanishes (dead core, quasi-solid zone, etc.). To be more precise, given any general function \( u \) defined on \( \overline{\Omega} \), we introduce the notation

\[ N(u) = \text{null set of } u \equiv \{ x \in \overline{\Omega} : u = 0 \} \]

\[ S(u) = \text{support of } u \equiv \{ x \in \overline{\Omega} : u \neq 0 \} \]

The free boundary under study is given by

\[ F(u) = \text{free boundary} \equiv \partial S(u) \cap \partial N(u) \]

when \( u \) represents the solution of the nonlinear PDE in consideration. (Exceptionally, in some examples the critical value \( u = 0 \), defining the free boundary, can be replaced by another constant value \( u = c, c \neq 0 \). See Theorem 1.14 in Chapter 1.)

Although different types of nonlinear PDE's will be considered, for the sake of clarity in the exposition, a special emphasis will be put on the Dirichlet problem associated to a concrete quasilinear elliptic second order equation:

\[
- \Delta_p u + f(u) = g(x) \quad \text{in} \quad \Omega
\]

\[
u = h \quad \text{on} \quad \partial \Omega
\]

where the operator \( \Delta_p \) denotes the pseudo-Laplacian operator defined, for \( p > 1 \), by
\[ \Delta_p u = \text{div}(\|\nabla u\|^{p-2} \nabla u) = \sum_{i=1}^{N} \frac{\partial}{\partial x_i} (\|\nabla u\|^{p-2} \frac{\partial u}{\partial x_i}) \]

Some remarks on the interest of the above formulation seem to be in order. First of all, we note that all the results for the (QF) equation are also true for the semilinear equation

\[ -\Delta u + f(u) = g(x). \]  

\[ (SE) \]

Indeed, when \( p = 2 \) the operator \( \Delta_p \) coincides with the usual Laplacian operator. We also note that the nonlinear diffusion equation (8) can be reduced to the semilinear one (SE) when \( \varphi \) is strictly increasing (in that case \( u \) in (SE) must be substituted by \( \tilde{u} = \varphi(u) \) and \( f \) by \( \tilde{f} = f \circ \varphi^{-1} \)). Although the semilinear equation (SE) is perhaps much more popular than the quasilinear one (QF), one important reason to choose (QF) as the general setting is that its generality is very useful in the applications. The operator \( \Delta_p \) with \( p \neq 2 \) appears in many other contexts (besides that mentioned of non-Newtonian fluids). It is also used in some reaction-diffusion problems (see Aris [11] p.207) as well as in flow through porous media (for instance in flow through rock filled dams, Ahmed-Sunada [11] or Volker [11]). It also appears in nonlinear elasticity (e.g. Oden [11]), glaciology (Pelleissier [11]), and petroleum extraction (Schoenauer [11]). Equation (QF) has also geometrical interest for \( p > 2 \) (see references in Uhlenbeck [11]).

We also remark that the term \( g(x) \) is not only present in the equations for a systematic mathematical study but for its interest in particular formulations such as that associated with the Thomas-Fermi atomic model in which, in (SE), \( f \) is given by \( f(u) = (u^3/2) \) (see Brezis [9]).

Before proceeding further it seems interesting to examine what may be the reasons for the existence of the free boundary \( \partial F(u) \). Recall that in the case of linear equations the solution of an elliptic equation as (QF) with \( p = 2 \), \( f(s) = s \), satisfying a Dirichlet condition (DC) corresponding to data, say \( g > 0 \) and \( h > 0 \), is such that \( u > 0 \) on \( \Omega \). This well-known fact can be proved in many different ways: strong maximum principle, Harnack inequality, unique continuation property, and so on. Thus, in some sense, the existence of the free boundary is a nonlinear typical phenomenon. However, it doesn’t appear in every nonlinear equation (QF).

The analysis becomes clear if, for instance, we reformulate a semilinear equation (SE) as a nonlinear diffusion one. Assume, for instance, \( f \in C^2 \), \( f' > 0 \) and \( u \) satisfying (SE). Then \( w = f(u) \) satisfies

\[ -\Delta w + w = g \]

where \( \varphi = f^{-1} \). The operator \( -\Delta w \) has the peculiarity of being non-uniformly elliptic if \( \varphi'(0) = 0 \) (i.e. if the \( f \) of (SE) is such that \( f'(0) = +\infty \)), and degenerated in the sense that it loses its elliptic character around the set \( \{w = 0\} \), where it is hyperbolic. Note that

\[ \Delta w = \varphi'(w) \Delta w + \varphi''(w) |\nabla w|^2. \]

Analogously, the operator \( \Delta_p u \) is not uniformly elliptic if \( p > 2 \), being degenerated around the set \( \{u = 0\} \) (in particular in \{u = 0\})

\[ \Delta_p u = |\nabla u|^{p-2} \Delta u + \sum_{i=1}^{N} \frac{\partial}{\partial x_i} (|\nabla u|^{p-2} \frac{\partial u}{\partial x_i}). \]

It turns out that this degenerated character of the associated operators is a necessary condition for the existence of \( F(u) \) (recall, for instance, that the strong maximum principle also holds for uniformly elliptic operators with Lipschitz perturbations; see Protter-Weinberger[11]). Nevertheless, this reason is not enough, and the existence of \( F(u) \) is characterized by the fulfillment of the two following conditions:

(a) Balance between the diffusion and absorption terms:

for the (QF), this is given for the convergence of the following improper integral

\[ \int_{0^+}^{\infty} \frac{ds}{F(s)^{1/p}} < +\infty, \]

\[ (H_1) \]

where \( F(s) = \int_{0}^{s} f(t)dt \). Note that if in (QF) is \( f(u) = |u|^{q-1}u \) with \( q > 0 \), then \( (H_1) \) holds if and only if \( 0 < q < p - 1 \). In particular for (SE), \( p \) is equal to two, and it must be \( 0 < q < 1 \), but in the case of a (SE) with linear perturbation \( q = 1 \), it holds if \( p > 2 \).

(b) Balance between the "sizes" of \( \partial \Omega \) and of the solution \( u \);

this kind of condition (which already appears in many other free boundaries problems), says, roughly speaking, that the measure of
the set $N(g) \cup N(h|_{\text{null}})$ (respectively $\|u\|_1^o$) must be large enough (resp. small enough). If, for instance, (Q$E$) contains $f(u)=|u|^{q-1}u$, $q > 0$, it is enough that the radius $\rho$ of the largest ball contained in the set $N(g) \cup N(h|_{\text{null}})$ be such that
\[
\rho \geq \left( \frac{K}{\|u\|_L^q} \right)^{\frac{1}{q-1}}
\] (H$_2$
)

where $K$ is a positive constant only dependent on the dimension of the space $N$ and, perhaps, on the parameter $\lambda$ when it is present in the equation as in (1) or (6). (Here the notation $N(g)$, $N(h|_{\text{null}})$ represents the null set of these functions). In fact an estimate of $\|u\|_L^q$ is only needed on compact subsets of $N(g)$, i.e. where the equation becomes homogeneous, which allows a large generality in the results with respect to $g$ and $h$. Note that (H$_2$) is trivially satisfied if $\Omega$ is unbounded and the support of $g$ and $h$ are compact subsets of $\overline{\Omega}$.

The optimality of both conditions will be shown in Chapter 1 when the perturbation term $f$ is assumed nondecreasing; Nevertheless, similar results hold in other circumstances which we shall consider in Chapter 2 and 3:

(a) Equation with a non-monotone perturbation term. Of particular interest in some exothermic reactions (Aris [1]) and population dynamics (Okubo [1]). In most cases, $f$ satisfies $f(u)u > 0$.

(b) The obstacle problem. In its strong or complementary formulation it can be stated as the problem of finding $u$ which satisfies (DC) as well as the relations
\[
u \geq \psi, -\Delta u \geq g \text{ and } (-\Delta u - g)(\psi - u) = 0 \text{ in } \Omega,
\] (OP)

where $\psi$ is a function (called an obstacle) given a priori and the free boundary is now $f(\psi - u)$ (see, e.g. Duvaut-Lions [1], Friedman [3] and Kinderlehrer-Stampacchia[2]). This problem can be reformulated when $\psi = 0$, as a multivalued equation
\[-\Delta u + \beta(u) \geq g \text{ in } \Omega
\] (ME)

where $\beta$ is an adequate maximal monotone graph of $\mathbb{R}^2$ (see Chapter 2 for definitions). The use of multivalued equations (ME) is also of interest in the study of zero order reactions, as well as in nonlinear diffusion equations (8) in which $\varphi$ is not strictly increasing.

(c) Singular equations. The study of some reaction-diffusion problems (the Langmuir-Hinshelwood chemical kinetics, Aris [1] p. 168) leads to formulations such as the following
\[-\Delta u + \lambda u^{-k} = 0 \text{ in } \Omega
\]
\[u = 1 \text{ on } \partial \Omega
\]

where, now, $\lambda > 0$ and $0 < k < 1$. Note that even in this case (H$_1$) holds. In all the mentioned problems, the free boundary $\partial u$ appears as an essential consequence of the diffusion-absorption balance.

This same balance can be also interpreted for other problems where $F(u)$ may exist:

(d) Fully nonlinear equations of the form $F(x,u,Du,D^2u) = 0$, including for instance, the Hamilton-Jacobi-Bellman equation (see Krilov [1] and Gilbarg-Trudinger [1]).

(e) Nonlinear systems in reaction-diffusion equations (see references in Remark 1.8 and Subsection 2.1b).

(f) Higher order quasilinear equations. Particular formulations occur in the theory of elastic bars and plates (see Langenbach [1]) and in optimal control problems (Berkovitz-Pollard [1] and Brunovsky-Mallet-Paret [1]).

To end the list of problems we shall consider, we also mention some nonlinear equations where the existence of the free boundary $\partial u$ is derived from a different relation: the diffusion-convective balance (see Subsection 2.4a). We remark that an adequate convection-absorption may also be the reason for the existence of the free boundary $\partial u$. Nevertheless, such a given balance is peculiar to some stationary first order equations, but of hyperbolic character. That's why its consideration will be postponed to the second volume of this work.

In the above equations the Dirichlet boundary conditions can be replaced by some others, even involving nonlinear terms. In some cases, the peculiar boundary conditions may be the cause of the formation of a free boundary.
application of an energy method was given by Antonević [2] when considering some second order parabolic equations. A more systematic treatment, including the consideration of second order elliptic or parabolic equations, was made in Díaz-Verón [2], [3]. Finally, the general treatment of quasilinear elliptic equations of any order was given by Bernis [2], [3] by choosing very sharp energy domains and energy functions.

In some applications, it is desirable to avoid the existence of the free boundary $\partial u$. For instance, in chemical reactions, the existence of a dead core $N(u)$ means that no reaction takes place there and the catalyst is wasted. The study of nonexistence of the free boundary (Section 1.2) is related to the optimality of the above mentioned balances (a) and (b), as well as to the positivity of solutions corresponding to nonnegative data $g$ and $h$. When condition (H₃) fails, this result can be interpreted as a strong maximum principle in the sense of Hopf [1] and it is proved by means of the construction of adequate local subsolutions. The necessity of the balance (b) between the sizes of $u$ and $u^+$ is proved via a "best" maximum principle in the sense of Payne [1] and it is based on sharp estimates of the gradient of $u$ in terms of a function of $u$. This kind of gradient estimate is of great interest in the study of nonlinear equations giving rise to the free boundary $\partial u$.

In addition to the question of existence, other properties of the free boundary are also considered. For instance, with respect to its localization, several estimates are given (see subsection 1.1b and 1.1c). A curious property may occur when the behavior of the data $g$ and $h$ is adequately flat near the boundary of its null set. If, for instance, we assume $h = 0$ on the boundary, in some cases the influence of the external perturbation $g(x)$ is even strictly localized to its support and the support of the solution $u$ coincides with that of the $g$. This property of nondonfusion of the support seems to be new in the present literature and can be considered as an elliptic version of the waiting time property, which is well-known for nonlinear parabolic equations.

Another property of the free boundary analyzed here is its geometry. This is done as an application of the theory of the symmetric rearrangement of a function in the sense of Schwarz (see Section 1.3). A special isoperimetric inequality is shown with respect to the free boundary: among all the domains with the same measure, the ball is the set for which the...
solution of the homogeneous equation and nonhomogeneous boundary condition, as e.g. (2), has a greater null set (dead core in terms of model (A)). This result is obtained here via the general inequality

$$\int_{\Omega} f(u) \, dx \leq \int_{\Omega} f(v) \, dx,$$

where $\Omega$ is a ball of measure $|\Omega|$ and $u$ and $v$ are now solutions of (QE) on $\Omega$ and $\Omega^*$, respectively, with homogeneous boundary conditions. This inequality is of great interest, both from the mathematical point of view and from that of the applications. Indeed, it allows us to obtain a priori estimates on different norms of solutions and, in terms of chemical engineering literature, by means of the change $u = 1 - U$, it expresses that the effectiveness, defined by

$$e = \frac{1}{|\Omega|} \int_{\Omega} f(U) \, dx,$$

where $U$ is a solution of (1), (2), is lowest for balls. Physically the effectiveness represents the ratio of the actual amount of reactant consumed per unit of time in $\Omega$ to the amount that would be consumed if the interior concentration were equal everywhere to the ambient concentration. Although such results are already well known in the literature (see references in Section 1.3) our formulation seems to be more general and the proofs are different.

For the sake of completeness we also have compiled some very sharp results on the free boundary, such as the Hausdorff measure estimates, the behaviour of the solution near the free boundary and so on. These results have their origins in the works of L.A. Caffarelli and H.W. Alt for variational inequalities and have been obtained recently by different authors (see references in Section 1.4) for the semilinear equation (1), (2).

The study of the existence and properties of the free boundary can be carried out independently of the general theory of nonlinear PDE which concerns the existence, uniqueness and regularity of the solution. Indeed, most of the results on the free boundary $F(u)$ are obtained for any solution $u$ satisfying the equation in some weak sense independently of the way in which it may be obtained. Reciprocally, in general the existence of this free boundary bears no relation to any extra difficulty in proving the existence of weak solutions. Only the obtaining of the sharp regularity of weak solutions becomes much more difficult when the free boundary $F(u)$ exists. In that case some singularities on $F(u)$ can appear making it impossible, for instance, to obtain classical solutions even for very smooth data. Also sometimes the existence of $F(u)$ may cause the absence of uniqueness in some problems.

Due to this independence between the general theory and the study of $F(u)$ and in order not to distract the reader specially interested in the consideration of the free boundary, we have postponed the mention of the general theory to the last chapter, as a kind of long appendix. In this way, sometimes the reader is referred to this last chapter in order to find more concrete details. Due to the vast literature on this general topic this last chapter is written in the form of a survey where only very few proofs are given but, in contrast, many references are indicated. It is clear that there we do not try to make a complete revision of the general theory. Our exposition is obviously motivated by the special nonlinear equations considered in the book, such as those already mentioned in this introduction. Some of the results in this chapter such as, e.g., the accretiveness of the considered operators, will be applied in the second volume when studying the associated evolution problems.

We conclude with a few words on the organization of the results and references within the text. We follow a number sequence for theorems, propositions and lemmas; only definitions and remarks are numbered separately, the mathematical expressions being numbered within each section. In general, the bibliographical sources of the results are given, with comment at the ends of chapters. Open problems are also noted at the ends of some chapters.
\textbf{NOTATION}

\( \Omega \) represents a proper open subset of \( \mathbb{R}^N \) which is assumed of boundary \( \partial \Omega \) smooth enough and (unless we indicate the contrary) bounded. Its measure is indicated by \( |\Omega| \) or \( \text{meas} \ \Omega \) and its characteristic function by \( \chi_\Omega \).

\( B_R(x_0) \) denotes an open ball of radius \( R \) centered at \( x_0 \).

\( V_R \) is the volume of the unit ball in \( \mathbb{R}^N \), i.e., equal to \( 2\pi^{N/2}/\Gamma(N/2) \).

The gradient of a function \( u \) is denoted by \( \nabla u \) and, sometimes, also by \( Du = (D_1u, \ldots, D_Nu) \), i.e., \( D_ju = \partial u/\partial x_j \). The Hessian matrix of second derivatives is represented by \( \nabla^2 u = [D_{ij}u] \), \( D_{ij}u = \partial^2 u/\partial x_i \partial x_j \), \( i,j = 1,2,\ldots,N \).

Moreover, if \( u \) is assumed to be defined on \( \overline{\Omega} \) we make systematic use of the sets

\[ \begin{align*}
N(u) & \equiv \text{null set of } u \equiv \{ x \in \overline{\Omega} : u = 0 \} \\
S(u) & \equiv \text{support of } u \equiv \{ x \in \overline{\Omega} : u \neq 0 \} \\
\tilde{S}(u) & \equiv \{ x \in \overline{\Omega} : u(x) \neq 0 \}.
\end{align*} \]

Finally the \textit{free boundary} under study is defined by

\[ F(u) \equiv \text{free boundary } \equiv \tilde{S}(u) \cap \partial N(u), \]

where \( u \) represents the solution of the nonlinear PDE equation in consideration. In the case of the obstacle problem (see Section 2.2) the free boundary is defined as the common boundary of the coincidence set \( \{ x \in \overline{\Omega} : u = \psi \} \) and the continuation set \( \{ x \in \overline{\Omega} : u > \psi \} \), where \( \psi \) represents here the obstacle.

In the context of the rearrangement results, \( \mu(t), \tilde{u}(s) \) and \( \ast(x) \) represent the distribution function, the decreasing and the radially symmetric rearrangement of \( u \), respectively, and \( \Omega^* \) is a ball centered at the origin of the same measure as \( \Omega \). The order relation \( \leq \) is also there introduced (see Subsection 1.3a).

The more common differential operators considered are the Laplace operator \( \Delta \) as well as the pseudo-Laplacian operator \( \Delta_p \) defined by

\[ \Delta_p u = \text{div} (|\nabla u|^{p-2} \nabla u) = \sum_{i=1}^{N} \frac{2}{\partial x_i} (|\nabla u|^{p-2} \frac{\partial u}{\partial x_i}) , \quad 1 < p < \infty . \]

In general, \( L \) represents a general second order elliptic operator (see (6.4) of Section 1.1). The symbol \( \mathbb{L} \) represents the nonlinear ordinary differential operator defined in (3.1) of Section 1.1.

The main functional spaces used in the book are the usual Lebesgue and Sobolev spaces \( L_{1, \text{loc}}^p(\Omega), L^p(\Omega), W^{m, p}(\Omega), W^{m, p}_0(\Omega), H^m(\Omega), \text{and } H^m_0(\Omega) \) with \( m \in \mathbb{R} \) and \( 1 < p < \infty \), as well as the spaces of test functions \( D(\Omega) \), the space of distributions \( D'(\Omega) \) and that of Hölder continuous functions \( C^\alpha(\Omega), \quad 0 < \alpha \leq 1 \).

Occasionally, some other functional spaces are mentioned: the Orlicz and Orlicz-Sobolev spaces \( L^\Phi(\Omega) \) and \( W^{1, \Phi}(\Omega) \), respectively (see Subsection 4.1a); the space \( \mathbb{Y}^{1, \Phi, \alpha}(\Omega) \) (see Subsection 4.1a); the space of bounded Radon measures \( \mathbb{M}(\Omega) \) (topological dual of the space \( C^0(\Omega) \)); and the Marcinkiewicz space (see Subsection 4.2a).

In general, the nonlinear perturbation of the PDE equation is represented by a real continuous function which is denoted by \( f \). Associated to \( f \) we define \( \mathcal{F}(\tau) = \int_0^\tau f(s)ds \). Sometimes the perturbation term is a general maximal monotone graph \( \mathcal{A} \) of \( \mathbb{R}^2 \) to which we associate its domain \( \mathcal{D}(\mathcal{A}) \), range \( \mathcal{R}(\mathcal{A}) \), sections \( \mathcal{A}^0, \mathcal{A}^\# \) as well as its "primitive" \( j \) (i.e., a convex l.s.c. and proper function of subdifferential \( \mathcal{A}j = \mathcal{A} \)). See definitions in Subsections 2.3a or 4.1b.

We also use very often the auxiliary functions \( \psi \) and \( \psi \), as well as their inverses \( \eta(r) \) and \( \eta(r, \nu) \), introduced in Subsection 1.1a.
1 The free boundary in the Dirichlet problem for second order quasilinear elliptic equations

In this chapter, the existence and properties of the free boundary $\mathcal{F}(u)$ given by the boundary of the support of the solutions of the Dirichlet problem for second order quasilinear equations is studied. The maximum and comparison principles are used in order to get sufficient and necessary conditions for the existence of this free boundary. In Section 1.1 some sufficient conditions are given via the construction of adequate local super and subsolutions, for which a systematic study of the case of symmetric solutions is previously done. As a by-product of the existence results, several estimates on the localization of $\mathcal{F}(u)$ are given. In particular, it is shown that, under adequate assumptions, the support of the data is not diffused. Global super and subsolutions are also constructed.

The strict positivity of the solutions is considered in Section 1.2, showing in this way the optimality of the sufficient conditions. This is done in two different ways: studying for which nonlinearities the strong maximum principle holds, and by giving sharp estimates of the gradient of the solution $u$ in terms of adequate functions of $u$, which shows the necessity of an adequate balance between the size of the domain and that of the solution.

Several applications of the symmetric rearrangement of a function are given in Section 1.3. As a consequence of the main inequality (Theorem 1.26) an isoperimetric inequality is obtained on the free boundary. As other applications, the symmetry of the solution and a general sufficient condition (without monotonicity) for the existence of $\mathcal{F}(u)$ are also obtained.

The chapter ends with the consideration of the special case of semilinear equations. By means of a Harnack type inequality, it is possible to show two important conclusions: first, that near a point $P$ where $u(P) > 0$, $u$ is uniformly bounded away from 0, and second, that it is possible to control the growth of $u$ away from $P \in \mathcal{A}(u > 0)$. The optimal regularity of the solution can be obtained in this way. This program is also applied to the case of a semilinear equation with an $x$-dependent perturbation which appears in some biological problems. With some additional assumptions, it is proved that $\mathcal{F}(u)$ is Lipschitz and star-like about the origin, as well as the uniqueness of the solution. Other delicate results on the free boundary such as Hausdorff estimates, dependence with respect to a parameter, regularity and convexity are also collected.

1.1. ON THE EXISTENCE OF THE FREE BOUNDARY.

The main goal of this section is to give some sufficient conditions for the existence of the free boundary. For the sake of simplicity in the exposition, the results in this section will concern mainly the Dirichlet problem

\[ -\Delta_p u + f(u) = g(x) \quad \text{in} \quad \Omega \]
\[ u = h \quad \text{on} \quad \partial \Omega \]

where $\Omega$ is a regular open set (not necessarily bounded) of $\mathbb{R}^N$, $p > 1$ and the operator $\Delta_p$ represents the pseudo-Laplacian operator defined by

\[ \Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u), \]

where $|\xi| = (\xi_1^2 + \cdots + \xi_N^2)^{1/2}$ for every $\xi = (\xi_1, \ldots, \xi_N)$. We remark that

\[ \Delta_2 u = \text{div}(u^3) = \sum_{i=1}^N \frac{\partial^2 u}{\partial x_i^2} = \Delta u. \]

Therefore, the equation (1) becomes semilinear if $p = 2$. Throughout this section we shall always assume the following condition on $f$:

\[ f \text{ is a nondecreasing continuous real function such that } f(0) = 0 \quad (3) \]

(More general conditions will be considered in the next chapter).

As we said in the Introduction, we are interested in the study of the free boundary generated by the unknown boundary of the support of the solution of (1), (2). To be more precise, given any general function $u$ defined on $\overline{\Omega}$, we introduce the notation

\[ \mathcal{N}(u) = \text{null set of } u \equiv \{ x \in \overline{\Omega} : u = 0 \} \]
\[ \mathcal{S}(u) = \text{support of } u \equiv \{ x \in \overline{\Omega} : u \neq 0 \}. \]
Now, if $u$ is any solution of (1), (2), the associated free boundary is the a priori unknown subset of $\Omega$ defined by

$$P(u) = \text{free boundary} \equiv \partial S(u) \cap \partial N(u).$$

(Note that the sets $N(u)$ and $S(u)$ are well defined even for $u \in P'(\Omega)$: Schwartz[1]).

A well-known fact of the general theory of nonlinear partial differential equations is that it is possible to associate different solutions of a problem such as (1), (2), according to the regularity of the data $g$ and $h$, as well as the boundedness or unboundedness of the domain $\Omega$. A very natural setting corresponds to the case in which the solution $u$ is sought in an energy space: in our case the Sobolev space $W^{1,p}(\Omega)$, defined as customary by

$$W^{1,p}(\Omega) = \{ u \in L^p(\Omega) : \frac{\partial u}{\partial x_i} \in L^p(\Omega), \; i = 1...N \}.$$

In this case, the boundary condition (2) holds in the sense that $u - h \in W^{1,p}(\Omega)$ (the closure in $W^{1,p}(\Omega)$ of the set $C^\infty_c(\Omega)$ of the infinitely differentiable functions with compact support). With respect to $g$, it suffices for it to belong to the dual space $W^{-1,p'}(\Omega) = (W^{1,p}(\Omega))^\prime$. Note that by the characterization of $W^{-1,p'}(\Omega)$ (see e.g. Adams[1]) it is enough that $g$ may be written as

$$g = g_0 + \sum_{i=1}^N \frac{\partial g_i}{\partial x_i}, \quad g_0, g_i \in L^p(\Omega), \quad 1/p + 1/p' = 1.$$

Nevertheless, in many examples $g$ does not belong to that dual space but it is merely in $L^1, L^1_{loc}$ or $g$ is even a measure. In spite of this generality, a study of the existence is possible, specially for the semilinear case, $p = 2$. A detailed exposition of all this very rich problem goes beyond the scope of this book. Nevertheless, in the last chapter, Chapter 4, we give a long survey of the general theory with many recent references.

The study we shall make of the free boundary has very few interconnections with the general theory of elliptic equations. Indeed, throughout this chapter we shall only use the two following properties of that general theory,

a) **comparison principle**: for $i = 1, 2$, let $u_i$ be any solution of (1), (2) corresponding to $g = g^i$ and $h = h^i$, $i = 1, 2$, then if $g \leq g^2$ in $\Omega$ and $h_i \leq h_2$ on $\partial \Omega$, we have $u_1 \leq u_2$ in $\Omega$.

b) **local boundedness of the solution where the equation becomes homogeneous**: for every compact subset $\mathcal{B} \subset \text{int}(N(g))$, any solution $u$ of (1), (2) satisfies $u \in L^\infty(\mathcal{B})$.

We remark that a) implies trivially the uniqueness of the solution and that this holds under very general assumptions on $g$ and $h$ due to the monotonicity of $f$. For this reason and some regularity results, the property b) is also verified without any extra assumptions on $g$ and $h$. In fact a stronger result holds: $u \in C^{1,\alpha}(\mathcal{D})$ for some $\alpha \in (0, 1)$ and for any compact subset $\mathcal{D} \subset \text{int}(N(g))$. Here $C^{1,\alpha}$ denotes the usual space of functions with a Holder continuous gradient,

$$C^{1,\alpha}(\mathcal{D}) = \{ u \in C^1(\mathcal{D}) : \exists C > 0, \; \frac{\partial u}{\partial x_i}(x) - \frac{\partial u}{\partial x_i}(y) \in C|x-y|^\alpha \forall x, y \in \mathcal{D}, \; \forall \alpha \in 1...N \}.$$ 

We also remark that under additional hypotheses on $g$ and $h$ it is possible to find global bounds on $||u||_{L^\infty(\Omega)}$. The easier case corresponds to when $\Omega$ is bounded, and $g, h \in L^\infty(\Omega)$. Then, it suffices to use a) and compare $u$ with the constant $M = \frac{1}{\Gamma + f(||h||_{W^{1,\omega}})}$. Other sharper results will be discussed later.

For the sake of completeness of the exposition we recall here two particular statements on a bounded domain $\Omega$, and relative to the variational and $L^1$ frameworks.

**Theorem 1.1.** Let $\Omega$ be a regular bounded open set, $p > 1$, $f$ satisfying (3) and let $F$ be the primitive of $f$, $F(s) = \int_0^s f(t)dt$. Consider $g$ and $h$ satisfying

$$g \in W^{-1,p'}(\Omega), \quad \text{i.e.}, \quad g = g_0 + \sum_{i=1}^N \frac{\partial g_i}{\partial x_i}, \quad g_0, g_i \in L^p(\Omega) \quad (4)$$

and

$$h \in W^{1,p}(\Omega) \quad \text{such that} \quad F(h(x)) \in L^1(\Omega). \quad (5)$$

Then there exists a unique $u \in W^{1,p}(\Omega)$ verifying (1), (2) in the sense that $u$ minimizes the functional.
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\[ J(u) = \int \sum_{i=1}^{N} |\nabla u|^p + F(u) - g \omega u + \frac{1}{q} \sum_{i=1}^{N} g_i \omega u \ dx \]

on the set \( K = \{ v : v-h \in W^{1,p}(\Omega) \} \) such that \( F(v) \in L^1(\Omega) \). If for \( i = 1,2, u_i \) is the solution of (1), then \( g = g^1 + h = h^1 \) as above, then \( g^1 \in L^1(\Omega) \) and \( h^1 \in H^1 \) on \( \partial \Omega \) implies \( u_i \in u_2 \) in \( \Omega \). Finally, \( u \in C^{1,\alpha}(\Omega) \) for any compact set \( D \subset \text{int}(N(g)) \) and \( \sup(|u(x)| : x \in D) \in \mathbb{M} \), with

\[ M = C(\|g\|_{L^p(\Omega)} + \|h\|_{L^p(\Omega)} + \|F(h)\|_{L^1(\Omega)}) \]

for some positive constant \( C \), depending only on \( p, N, \Omega \) and \( d(\partial \Omega, N(g)) \).

We emphasize that the above results are only particular statements: for instance, some results for the quasilinear equation (1) are also available in the \( L^1 \) setting (see Section 4.2). Except in the main result of this section (Theorem 1.9), in general, we shall state our theorems for the free boundary \( \Gamma_u \) when \( u \) is the solution of (1), (2) in the variational setting. Corresponding versions when \( u \) is the solution in the \( L^1 \)-sense are left to the reader.

To obtain some qualitative information of the free boundary \( \Gamma_u \) we shall need in 1.1c not only the local boundedness of \( u \) on \( \text{int}(N(g)) \) but on the whole domain \( \Omega \). Results of this nature are also presented in Chapter 4. They are based on additional hypotheses on \( g \) and \( h \) and/or on adequate growing conditions on \( f \). A particular and easy statement true for any \( f \) verifying (3), says that if

\[ g \in L^s(\Omega) \text{ with } s > N/p \text{ if } 1 < p < N \text{ and } s = 1 \text{ if } p > N \]

and

\[ h \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \]

then for any \( u \in W^{1,p}(\Omega) \) satisfying (1), (2) we have \( u \in C^{1,\alpha}(\Omega) \), for some \( \alpha \in (0,1) \) and for any compact subset \( D \subset \Omega \). Moreover \( \sup(|u(x)| : x \in D) \in \mathbb{M} \), with

\[ M = r^{-1}(\|g\|_{L^p} + f(\|h\|_{L^\infty})) \text{ if } g \in L^s(\Omega) \text{ and } M = C(\|g\|_{L^p} + \|h\|_{L^\infty}) \]

in general, for some positive constant \( C \) only depending on \( p \) and \( \Omega \).

The study of the free boundary we shall make is based on the preliminary systematic consideration of the particular case in which the solutions are radially symmetric. There the problem can be solved 'almost' explicitly and will provide useful comparison problems. This is given in subsection 1.1a where the one-dimensional case is also considered. Adequate radial solutions will be employed as local barrier functions in more general problems. The application of this local barrier as local super and subsolutions will be different according to whether they are applied around a point \( x_0 \) of the interior set of \( N(g) \cap \partial \Omega \) (interior estimates; subsection 1.1b) or in point \( x_0 \) of the boundary of \( N(g) \cap \partial \Omega \) (boundary estimates; subsection 1.1c).
Here we have used the notation introduced for the null set of a function.

Finally, in subsection 1.1d we construct global super and subsolutions, useful to show the compactness of the support of the solution and of interest for many other purposes.

1.1a. One-dimensional and radially symmetric solutions.

The keystone in the study of the free boundary $F(u)$ for the problem (1), (2), is the consideration of some simpler problems on balls, for which the symmetry of the solution takes the PDE into an ordinary differential equation.

The main results of this subsection concern the existence of the free boundary generated by the solution of

$$-\Delta_p u + f(u) = 0 \quad \text{in} \quad B_R(0) \quad \text{(7)}$$

$$u = k \quad \text{on} \quad \partial B_R(0) \quad \text{(8)}$$

where $k$ is a positive constant. Due to the uniqueness of the solution (see Theorem 1.1), it is easy to see that the solution $u$ of (7),(8) must be radially symmetric (see, for instance, the subsection 1.3b). Then, writing $u = u(r)$, $r = |x|$, $u$ must satisfy

$$\frac{1}{r^{N-1}} \frac{d}{dr} \left( r^{N-1} \frac{d u}{dr} \right) + f(u) = 0 \quad , \quad r \in (0,R) \quad \text{(9)}$$

or, equivalently,

$$-(|u'|^{p-2} u')' - \frac{(N-1)}{r} |u'|^{p-2} u' + f(u) = 0 \quad , \quad r \in (0,R) \quad \text{(10)}$$

where $u' = \frac{du}{dr}$. One of the main difficulties in the study of (9) comes from the fact that, if $N > 1$, the equation is not autonomous. That is why we shall start by studying the simpler case of the one-dimensional equation:

$$-a(u')' + f(u) = 0 \quad \text{in} \quad (-R,R) \quad \text{(11)}$$

$$u(\pm R) = k \quad \text{(12)}$$

It is clear that the one-dimensional version of (9) corresponds to the case of $a(s) = |s|^{p-2}s$. Here, we shall consider the general case in which $a$ satisfies

$$a \in C^0(\mathbb{R}) \cap C^1(\mathbb{R} \setminus \{0\}) \ , \ \ a'(s) > 0 \quad \text{if} \ s \neq 0 \quad \text{and} \quad a(s) = -a(-s) \quad \text{(13)}$$

We shall study the free boundary $F(u)$ for (11),(12) by giving necessary and sufficient conditions for the measure of the null set $N(u)$ to be positively measured. This leads in a natural way to the study of non-trivial solutions of the homogeneous Cauchy Problem

$$-a(u')' + f(u) = 0 \quad \text{(14)}$$

$$u(0) = 0 \quad , \quad u'(0) = 0 \quad \text{(15)}$$

By the results of the general theory (see Theorem 1.1 for $a(s) = |s|^{p-2}s$ and Chapter 4 in general) problem (11),(12) has a unique solution $u$. From (13) it is clear that $\tilde{u}(r) = u(-r)$ is also a solution. Then, $u$ is an even function and $u'(0) = 0$. On the other hand, by the comparison principle, $u \geq 0$, and then, from the equation and (14), it follows that $u$ is convex (strictly convex where $u > 0$). Then

$$u(0) = \min_{(-R,R)} u(r) \equiv m.$$ 

Thus, $u$ can vanish in some region $N$ of $(-R,R)$ if and only if $m = 0$. In this case there exists an $\varepsilon > 0$ such that $N = (\varepsilon, \varepsilon)$ where $u = 0$, $r u'(r) > 0$ on the set $(-R,R) \setminus (-\varepsilon,\varepsilon)$ and, hence, $u$ must satisfy (14),(15).

The existence of a non-trivial solution of the Cauchy Problem (14),(15) is closely related to the question of the uniqueness of solutions. So it is clear that $u \equiv 0$ is always a solution. Moreover if we assume for instance $a(s) = s$ and $f$ Lipschitz continuous, it is the only solution, as we deduce from the standard uniqueness theorems for ordinary differential equations. Nevertheless, we shall prove that under suitable hypotheses on $a$ and $f$ we can obtain non-trivial solutions of (14),(15). First for $r \in \mathbb{R}$ we introduce the auxiliary functions

$$A(r) = \int_0^r a'(s)s \ ds \quad \text{(16)}$$

and

$$F(r) = \int_0^r f(s) \ ds \quad \text{(17)}$$
Our main hypothesis will be expressed by assuming the singular function $1/A^{-1}(F(r))$ integrable in $r = 0^+$. This also can be formulated in the following way: for $\tau > 0$ define the function $\psi : [0, \infty) \to [0, +\infty)$ by

$$\psi(\tau) = \int_0^\tau \frac{ds}{A^{-1}(F(s))}$$

(18)

Due to the monotonicity of $A^{-1}$ and $F$, the hypothesis of $1/A^{-1}(F(r))$ being integrable in $r = 0^+$ i.e.

$$\psi(0^+) < +\infty$$

(19)

is equivalent to the condition

$$\psi(\tau) < +\infty \text{ for every } 0 < \tau < \tau_\infty,$$

(20)

where $\tau_\infty \in \mathbb{R}$ is such that $\psi(\tau_\infty) = +\infty$. (By convention $\psi(\infty) = +\infty$ if $\tau_\infty < +\infty$).

**Remark 1.1.** Condition (19) (or 20) will play an important role in this chapter. In order to make clear the scope of such a condition we shall particularize $a$ and $f$ by taking

$$a(s) = \|s\|^{p-2}s, \quad p > 1, \quad f(s) = \lambda \|s\|^{q-2}s, \quad q > 0, \lambda > 0$$

(21)

which in the following will be called the case of homogeneous nonlinear terms. Some easy computations show that in this case, if $r > 0$, we have

$$A(r) = \frac{(p-1)}{p} r^p, \quad F(r) = \frac{\lambda}{q+1} r^q,$$

(22)

and

$$\psi(0^+) < +\infty \text{ if and only if } q < p - 1.$$ 

(23)

In addition, if $q < p - 1$

$$\psi(\tau) = K r^{p-1}, \quad K = \frac{1}{p-q-1} \left( \frac{q+1}{(p-1)\lambda} \right)^{\frac{1}{p}} \tau, \quad \tau > 0$$

(24)

Now, we return to the Cauchy Problem.

**Lemma 1.3.** Assume (3), (13) and (19). Let $\psi$ be given by (18) and define $\eta = \psi^{-1}$ on the interval $(0, \psi(\infty))$. Then, for every $\tau > 0$, the function

$$u_{\tau}(x) = \eta((x - \tau)^p) = \begin{cases} 0 & \text{if } 0 < x < \tau \\ \eta(x - \tau) & \text{if } \tau < x < \psi(\infty) + \tau \end{cases}$$

(25)

is a weak solution of the Cauchy Problem (14) (15).

**Proof.** We multiply the equation (14) by $u'$ and integrate. Then

$$\int_0^\tau a(u'(s))'u'(s)ds = \int_0^\tau f(u(s))u'(s)ds.$$  

Using the definitions of $A$ and $F$ we obtain

$$\int_0^\tau A(u'(s))'ds = \int_0^\tau F(u(s))'ds$$

and so

$$u'(x) = A^{-1}(F(u(x))).$$

(26)

The function $\eta = \psi^{-1}$ is defined on $(0, \psi(\infty))$, $\eta \in C^2((0, \psi(\infty)) \cap C^1([0, \psi(\infty)))$ $\eta(0) = \eta'(0) = 0$, and, after some easy computations, we see that $u(x) = \eta(x)$ satisfies the equation (26). Finally, given $\tau > 0$ the function

$$u_{\tau}(x) = \eta((x - \tau)^p)$$

is such that $u_{\tau}(0) = u_{\tau}'(0) = 0$, and satisfies $u_{\tau} \in C^2([0, \tau] \cap C^1([0, \tau]), \psi(\infty) + \tau)$). Then, by the autonomous character of the equation, $u_{\tau}$ is also solution of (14),(15) on the intervals $(0, \tau)$ and $(\tau, \psi(\infty) + \tau).$

Let's go back to the one-dimensional boundary problem (11),(12). The following result gives a necessary and sufficient condition for the existence of the null set $\mathbb{N}(u)$.

**Theorem 1.4.** Let us assume (3) and (13). Moreover, if $\psi$ is defined by (18), we suppose that

$$\psi(0^+) < +\infty$$

(27)

and

$$\psi(\infty) < \infty.$$

(28)
Then the solution of (11),(12) is given by
\[ u(x) = \eta([|x| - R + \psi(k)])^+ = \begin{cases} 0 & \text{if } |x| \leq R - \psi(k) \\ \eta(|x| - R + \psi(k)) & \text{if } |x| > R - \psi(k), \end{cases} \tag{29} \]
where \( \eta = \psi^{-1} \). Finally, if \( R < \psi(k) \) then \( u > 0 \) on \([-R,R]\).

**Proof.** If \( R > \psi(k) \) and we take \( \tau = R - \psi(k) \), the function \( u(x) \) is such that \( u(x) = u_\tau(x) \) if \( 0 < x < R \), \( u(x) = u_{-\tau}(x) \) if \( -R < x < 0 \), and satisfies the equation (11) in every point of \([-R,R]\) except, perhaps, in the points \( x = \tau \). Moreover,
\[ u(x) = \eta(\psi(k)) = k. \]

and, by uniqueness, it is the unique solution of (11),(12). To prove the second part of the statement, let \( u \) be the solution of (11),(12). Then \( u'(0) = 0 \) and \( u(0) = m > 0 \). As in the proof of Lemma 1.3 we have
\[ \int_m^X A(u(s))^+ds = \int_m^X F(u(s))ds = \int_m^X F(u(s)) - F(m)^+ds. \]

Therefore, if \( x \in [0,R] \) we have \( A(u^+) = F(u) - F(m) \) and so
\[ x = \int_m^x F(s) - F(m) \]

In particular, if we define the function \( \theta : R^+ \times R^+ \rightarrow R^+ \) by
\[ \theta(r_1,r_2) = \int_{r_1}^{r_2} \frac{ds}{A^{-1}(F(s) - F(m))} \]
we know that \( R = \theta(m,k) \). But \( \theta(m,k) > \theta(m + \epsilon,k) \) for every \( \epsilon > 0 \).

Indeed, by using a trivial change of variable and the strict monotonicity of \( A^{-1} \) we have
\[ \theta(m,k) = \int_{m+k}^{k+\epsilon} \frac{ds}{A^{-1}(\int_{m+\epsilon}^{k+\epsilon} f(t-\epsilon)dt)} = \int_{m+k}^{k+\epsilon} \frac{ds}{A^{-1}(\int_{m+k}^{k+\epsilon} F(t)dt)} = \theta(m+k,k). \]

Then for \( k > 0 \) fixed, the function \( \theta(\cdot,k) \) is a strictly decreasing isomorphism from \([0,k]\) into \([0,\psi(k)]\) (remark that \( \psi(k) = \eta(0,k) \)). Therefore, if \( R < \psi(k) \), for \( k \) fixed there is a unique \( m > 0 \) satisfying \( \theta(m,k) = R \) and so \( u(x) > m > 0 \) for every \( x \in [-R,R] \).

The above one-dimensional result already points out the nature of the two sufficient conditions for the existence of the free boundary:

a) a balance between the diffusion and absorption term, condition \( \psi(0^+) < \psi(k) \), i.e., \( q < p - 1 \) in the case of homogeneous nonlinearities (21), and

b) a balance between the sizes of the domain and of the solution, expressed here by \( \psi(k) > \psi \), i.e.,
\[ R > \left( \frac{(p-1)(\psi^* + \psi)}{\lambda p} \right)^{1/p} \left( \frac{p}{p-1-q} \right) k^{p-1-q} \]
in the case of homogeneous nonlinearities.

Now we return to the radially symmetric boundary problem (7),(8). As in the one-dimensional case, the existence of the free boundary \( \psi(u) \), that is, the existence of nonempty null set \( N(u) \), is related to the existence of nontrivial solutions of the Cauchy problem
\[ u_t - \frac{1}{r^{N-1}} \frac{d}{dr} \left[ r^{N-1} \frac{du}{dr} - p^su \right] f(u) = 0, \quad u(0) = \phi, \quad u(0) = 0 \tag{31} \tag{32} \]
(Again, note that if \( N(u) \neq \emptyset \) then the solution of (7) satisfies (32)).

To state the results, we need to modify slightly the definition of function \( \psi \) in (18): given \( \mu > 0 \), we introduce the function \( \psi_\mu : [0,\infty) \rightarrow [0,\infty) \) by
\[ \psi_\mu(r) = \frac{1}{p-1} \frac{ds}{A^{-1}(\psi(s))} = \int_r^{\psi_\mu} \frac{ds}{A^{-1}(\psi(s))} \]
(note that, now, \( a(r) = r^{p-2} r \) and then \( A \) is given by (22)).

The main result of this subsection is the following

**Theorem 1.5.** Assume \( N > 2, p > 1, f \) satisfying (3) and
\[ \int_0^{\psi^*_\mu} \frac{ds}{F(s)^{1/p}} < \infty \tag{34} \]

For every \( \mu > 0 \) let \( \eta(r,\mu) : [0,\psi^*_\mu + \psi) \rightarrow [0,\infty) \) be the function defined by \( \eta(r,\mu) = \psi_\mu^{-1}(r) \), i.e.,
\[
\left( \frac{p}{p-1} \right)^{1/p} \tau = \int_0^{n(r,\mu)} \frac{ds}{F(s)^{1/p}} \quad (35)
\]

then we have:

i) If \( \mu > 1 \) then \( \mathcal{L}(n(r,\mu)) < 0 \) for \( r > 0 \)

ii) If \( 0 < \mu < 1/N \) then \( \mathcal{L}(n(r,\mu)) > 0 \) and \( \mathcal{L}(n(r;1/N)) > 0 \) for \( r > 0 \)

iii) For every \( \tau > 0 \) the function \( n_\tau(r) = \eta(r^{-1}\mu) \) satisfies \( \mathcal{L}(n_\tau(r)) < 0 \) (resp. \( \mathcal{L}(n_\tau(r)) > 0 \) if \( \mu > 1 \) (resp. \( \mu < 1/\mu \)), for \( r > \tau \) and \( \mathcal{L}(n_\tau(r)) = 0 \) for \( 0 < r < \tau \).

Proof. Let \( n(r) = \eta(r,\mu) \) defined by (35). We have that \( n \in C^2 \), \( n(0)=0 \), and \( n(r) > 0 \) if \( r > 0 \). Differentiating in (35) we find that

\[
n'(r) = \left( \frac{p-1}{\mu} \right)^{1/p} \frac{1}{F(n(r))}. \quad (36)
\]

So, \( n'(0) = 0 \), \( n'(r) > 0 \) if \( r > 0 \), and \( n \) is a convex function from \( (0,\psi_\nu(\omega)) \) onto \( (0,\omega) \), i.e. \( n(\mu_\nu) = \omega \) when \( r = \psi_\nu(\omega) \). Moreover,

\[
(n'(r))^{p-1} = \left( \frac{p-1}{\mu} \right)^{1/p} \frac{1}{F(n(r))}. \quad (36b)\nu\mu
\]

and differentiating

\[
((n'(r))^{p-1})' = \mu f(n(r)). \quad (37)
\]

Then, if we apply the operator \( \mathcal{L} \) of (31), we obtain

\[
\mathcal{L}(n(r)) = (1-\mu)f(n(r)) - \left( \frac{p-1}{\mu} \right)^{1/p} \frac{1}{F(n(r))} \quad (38)
\]

From (36), the conclusion i) is clear. To prove ii), consider the function

\[
\phi(r) = \left( \frac{p-1}{\mu} \right)^{1/p} \frac{1}{F(n(r))} \quad (39)
\]

Obviously, \( \phi(0) = 0 \) and \( \phi(r) > 0 \) if \( r > 0 \). Moreover, \( \phi \) is convex because, from (36), \( \phi'(r) = \mu f(n(r)) \), which is a nondecreasing function of \( r \). So, by elementary results

\[
\phi(r) < \phi'(r).
\]

Hence, if \( \mu < 1/N \)

\[
\mathcal{L}(n(r,\mu)) > f(n(r))(1-\mu) - (1-\mu)f(n(r)) = (1-\mu)f(n(r)) > 0.
\]

Analogously, \( \mathcal{L}(n(r,1/N)) > 0 \) and ii) is proved. To conclude, let \( \tau > 0 \) and \( r > \tau \). Making \( s = r - \tau \) we have that

\[
\mathcal{L}(n(r-\tau)) = - \frac{1}{ds} \left( \frac{dn(s)}{ds} \right)^{p-1} - \left( \frac{N-1}{s+\tau} \right) \frac{dn(s)}{ds} \quad (37)
\]

We also remark that \( \mathcal{L}(n(r-\tau)) \) is \( C^0 \). Using again (37) we see that, if \( \mu > 1 \), then \( \mathcal{L}(n(r)) < 0 \) if \( r > \tau \).

In a similar way from the convexity of \( \phi \) we obtain that

\[
\phi(s) < \phi'(s) \quad (s+\tau)\phi'(s), \quad s > 0.
\]

So, if \( \mu < 1/N \)

\[
\mathcal{L}(n(r-\tau)) > f(n(s))(1-\mu N) > 0 \quad \text{if} \quad s = r-\tau > 0,
\]

and iii) follows.

From Theorem 1.5 it is easy to show the existence of solutions

**Theorem 1.5**. Let \( p,f \) and \( n(r,\mu) \) as in the above theorem. Then, for every \( \mathcal{R} \in (0,\psi_\nu(1/N)) \) there exists a solution \( u_\tau(r) \neq 0 \) of (31), (32) such that \( u_\tau(r) = n(R,1/N) \). Moreover

\[
0 < u_\tau(r) < n(r,1/N) \quad \text{for} \quad r \in (0,R), \quad (40)
\]

and \( u_\tau(r) > 0 \) \( \forall r \in [\tau,R] \), being \( \tau \in (1-1/N)^{1/p} \).

Proof. Let \( u_\tau(|x|) = u_\tau(|x|) \) be the unique (radially symmetric) solution of the boundary value problem (7), (8) with \( k = n(R,1/N) \). Using part ii) of Theorem 1.5 and the comparison principle we obtain that

\[
0 < u_\tau(|x|) < n(|x|,1/N) \quad \text{for} \quad |x| < R. \quad \text{Finally, let} \quad \tau_0 = R(1-1/N)^{1/p}. \quad \text{Then} \quad u_\tau(R) = n(R-\tau_0,1) \quad \text{and so by Theorem 1.5, part i), and comparison results} \]
we deduce that
\[ n([x] - r_1^T, 1) < u_\varepsilon([x]) \quad \text{for} \quad |x| < R \]
which ends the proof.

Since those solutions of the Cauchy Problem (31), (32) are not explicit, when studying the formation and location of the free boundary \( F(u) \) for solutions of (1), (2) it will be more useful to work with the explicit supersolution \( n(r, 1/N) \) instead of the solutions \( u_\varepsilon(r) \).

The lack of explicitness in Theorem 1.5* may be overcome in the case of homogeneous nonlinearities where, in fact, a solution \( u_0(r) \) of (31) (32) with \( u_0(r) > 0 \) if \( r > 0 \) can be exhibited. Indeed, if we assume \( q < p - 1 \) then
\[ n(r, u) = K_{\mu}(r)^{p-1-q} \quad \text{for} \quad r > 0 \]
and substituting in expression (38)
\[ \mathcal{I}(n(r, u)) = (1 - \mu)C_1 - (N - 1)C_2u_{\varepsilon}^{p-1-q} \]
for some positive constants \( C_1 \) and \( C_2 \) depending only on \( p, q, \) and \( \lambda \). Then in the case, \( u_0 \) can be found through any root \( \mu \) of the algebraic equation
\[ (1 - \mu)C_1 - (N - 1)C_2u_{\varepsilon}^{p-1-q} = 0. \]
Instead of trying to solve (42), inspired by (41), it is easier to seek the solution of the Cauchy problem (31), (32) as a function of the form
\[ u(r) = C r^{p/(p-1-q)} \quad \text{for} \quad C > 0 \]
and define
\[ n([x] - r_1^T, 1) < u_\varepsilon([x]) \quad \text{for} \quad |x| < R \]
which ends the proof.

Then
\[ \mathcal{I}(u(r)) = \frac{\lambda C_1}{C_2} - \frac{(1 - \mu)C_1}{C_2} + \frac{(N - 1)C_2u_{\varepsilon}^{p-1-q}}{p} \]
(43)

In particular, if \( C = K_{\mu}^{N} \lambda \), then \( \mathcal{I}(u) = 0 \) and if \( C > K_{\mu}^{N} \lambda \) then \( \mathcal{I}(u) > 0 \) (resp. \( \mathcal{I}(u) < 0 \)).

Comparing (42) and (44) we see that a root \( \mu \), of equation (42) is
\[ \mu = \frac{p \lambda - p - 1}{p \lambda + N(p - 1 - q)} \]
and define the hypothesis (34) in Theorem 1.5 is, in some sense, optimal as the following result shows:

**Proposition 1.7.** Let \( u > 0 \) be a nontrivial solution of the Cauchy problem (31), (32), defined at least on \([0, \psi_1(m)]\). Then necessarily,
\[ \psi_1(u(r)) < r \quad \text{for every} \quad r \in (0, \psi_1(m)). \]
In particular, if\[ \int_{\psi_1}^{\infty} \frac{ds}{F(s)^{1/p}} = + \infty \]
the only nonnegative solution of (31), (32) is \( u \equiv 0 \).

**Proof.** Let \( u(r) > 0 \) be a solution of (31), (32) defined on \([0, R]\). Define \( \varepsilon = t_{\psi_1}^R(r : u(r) > 0) \). Clearly \( \varepsilon < R \), and since \( u \in C((0, R)) \) we have \( u(\varepsilon) = u'(\varepsilon) = 0 \). From the equation we deduce that \( u'(r) > 0 \) if \( r > \varepsilon \), and so \( u \) is a bijection from \([\varepsilon, R]\) on \([0, u(R)]\). Then
\[ \psi_1(u(r)) = \int_{\psi_1}^{u(R)} \frac{ds}{A^{-1}(F(s))} = \int_{0}^{R} \frac{u'(r)dr}{A^{-1}(F(u(r)))} \]
where \( A^{-1}(s) = (p s/(p-1))^{1/p} \). Multiplying (31) by \( u' \) we obtain
\[ f(u(r))u'(r) = F(u(r))' = A(u'(r))' + \frac{(N - 1)}{r} (u'(r))^p. \]
So integrating between \( \varepsilon \) and \( R \) we have
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\[ F(u(r)) = A(u'(r)) + \int_{c}^{r} \frac{1}{s} (u'(s))^p \, ds > A(u'(r)). \]

Then
\[ \psi(u(R)) = \int_{c}^{R} \frac{u'(r) \, dr}{A'(F(u(r)))} < \int_{c}^{R} \, dr = R - c \]

which proves (45). Finally, if (46) holds then \( \psi(s) \equiv +\infty \) if \( s > 0 \), and (45) is impossible except if \( u \equiv 0 \).

With respect to the symmetric boundary problem (7), (8) we can state a first result about the null set \( N(u) \) which will be much more improved in the next subsection. (Note that, for \( N > 2 \), the homogeneity argument used in Theorem 1.4 does not work, although solutions of (7), (8) vanishing in some small ball \( B_{r}(0) \) are known in Theorem 1.5*).

**Corollary 1.8.** Let \( p > 1 \), \( f \) satisfying (3). Assume (34) and \( k \) such that \( u_{c}(r) = k \), where \( u_{c} \) is given in Theorem 1.5*; this certainly holds if \( \phi_{1}/(\phi_{1} + 1) \). Then, if \( u \) is the solution of (7), (8), at least \( N(u) \geq B_{c}(0) \) if, on the contrary, \( (46) \) holds, then \( u > 0 \) on \( (-R, R) \).

**Remark 1.2.** The four last results hold under more general circumstances: with respect to the diffusion term, it is possible to consider the more general equation which is invariant by symmetries
\[ - \text{div} \left( a \frac{\partial u}{\partial u} \right) + f(u) = 0 \]

where \( a \in C^{2}(D, \omega) \) and \( a(0) = 0 \) and \( a'(r) > 0 \) if \( r > 0 \). Note that equation (7) corresponds to \( a(r) = r^{-1} \). For other important special cases see Talenti [3]. Now the operator \( L \) is defined by
\[ L(u) := -\frac{1}{r^{1-q}} \frac{d}{dr} \left( r^{1-q} a \frac{d}{dr} \right) + f(u) \]

and the results can be easily extended to this situation. With respect to the term \( f \) we point out that the hypothesis (3) will be weakened in different ways in Section 2.1.

**Remark 1.3.** The optimal regularity of solutions can be known through the explicit solution \( u \) given in Theorem 1.4. So, in the homogeneous case, if \( q < p - 1, A \in C^{2}(D) \) with \( a = (1+q)/(p+1-q) \), and in fact \( u \in C^{2, \beta} \) with \( \beta = (2+q+p)/(p+1-q) \) if \( p < 2(1+q) \).

**1.1b. Interior estimates. Local super and subsolutions.**

In this section we shall study the formation of the free boundary for the general boundary problem (1), (2). As in the radially symmetric case we shall need the auxiliary functions \( F \) and \( \psi_1 \) defined in (17) and (33), respectively. For simplicity in the statements we shall assume that \( f \) is an odd nondecreasing continuous function. (47)

(For \( f \) not necessarily odd see Remark 1.6).

**Theorem 1.9.** Let \( p > 1 \), and assume \( f \) satisfying (47) as well as
\[ \int_{0}^{1} \frac{ds}{F(s)^{1/p}} < +\infty \]

Let \( g \) and \( h \) satisfy (4), (5), (resp. (4*) and (5*) for \( p = 2 \)) and let \( u \in W^{1, p}(\Omega) \) (resp. \( u \in W^{1, 1}(\Omega) \)) be the solution of (1), (2) (resp. (1*), (2*)). Then the null set \( N(u) \) contains at least, the set of \( x \in N(g) \cup N(h) \) such that
\[ d \geq c + \psi_{1/2}(M(c)) \]

where \( d = d(x, S(g) \cup S(h) \setminus \Omega) \) and \( M(c) \) is given by the \( L^\infty \)-estimate
\[ ||u||_{L^\infty(D_{c})} \leq M(c), \]

being \( D_{c} = \Omega \cap B_{c}(x) \).

Before giving the proof of this theorem we shall interpret its statement. The existence of the free boundary \( F(u) \) is assured under the diffusion-absorption balance given by (48) as well as a balance between the "size" of the set \( N(g) \cup N(h) \setminus \Omega \) and of the solution. This is given by (49).

Note that if \( u \) is not globally bounded then the \( L^\infty \)-estimate (50) is such that \( M(c) \geq \frac{1}{2} \) when \( c \geq 0 \) (see theorems 4.8 and 4.18). Nevertheless, if \( u \in L^{\infty}(\Omega) \) (for instance when \( g \) and \( h \) satisfy (4*) and (5*)), then \( M(c) \) may be taken independent of \( c \) (\( M(c) = M \) given in (6*)) and hence the conclusion is
\[ N(u) \ni \{ x \in N(g) \cup N(h) \setminus \Omega : d(x, S(g) \cup S(h) \setminus \Omega) \geq L \}. \]
where

\[ L = \Psi_{1/N}(M) . \]  

In this last case, \( P(u) \) is assured if, for instance, the radius \( \rho \) of the largest ball contained in the set \( N(g) \cup N(h|_{\partial g}) \) satisfies \( \rho > L \). The Figure 1 shows the estimate on the location of \( P(u) \) obtained.

**Figure 1.**

\[ \Omega \]

Proof of Theorem 1.9. Let \( x_0 \in N(g) \cup N(h|_{\partial g}) \) and let \( R = d - \varepsilon, \varepsilon \) given in \((49)\). On the ball \( B_R(x_0) \), let

\[ \tilde{u}(x) = \bar{u}(x; x_0) \in W^{1,1}(B_R(x_0)) \cap L^\infty(B_R(x_0)) \] satisfy

\[ -\Delta_p u + f(u) \geq 0 \quad \text{in} \quad B_R(x_0) \]  

\[ u > M(\varepsilon) \quad \text{on} \quad \partial B_R(x_0) \]  

where \( M(\varepsilon) \) is the constant appearing in \((50)\). It is clear that if \( u \) is any solution of \((1),(2)\), then we have

\[ u(x) \leq \tilde{u}(x; x_0) \quad \text{a.e.} \quad x \in \Omega \cap B_R(x_0) \]  

\[ u(x) \leq \tilde{u}(x; x_0) \quad \text{a.e.} \quad x \in \Omega \cap B_R(x_0) \]  

Indeed, let \( \tilde{\Omega} = \Omega \cap B_R(x_0) \). From the choice of \( x_0 \) and \( R \) we know that

\[ 0 = -\Delta_p u + f(u) \leq -\Delta_p \bar{u} + f(\bar{u}) \quad \text{in} \quad \tilde{\Omega} . \]

On the other hand, on the boundary \( \partial \Omega \) we have the inequality

\[ u \leq \bar{u} \quad \text{on} \quad \partial \Omega , \]  

thus, \((55)\) follows from the application of the comparison principle on \( \tilde{\Omega} \). In order to check \((56)\), note that \( u = 0 \) on \( \partial \Omega \cap \partial \tilde{\Omega} \). The rest of \( \partial \tilde{\Omega} \) is contained in \( \partial B_0(g) \) and so, by the choice of \( M(\varepsilon) \), the expression \((56)\) holds by the construction of \( \bar{u} \) (recall \((54)\)). Now we shall prove that, if condition \((49)\) holds, then a function \( \bar{u} \) can be taken, such that it satisfies \((53)\) and \((54)\) as well as \( \bar{u} \in C(B_R(x_0)) \) and \( \bar{u}(x; x_0) = 0 \). To do this, define

\[ \bar{u}(x; x_0) = \eta(|x - x_0|; 1/N) \]  

where \( \eta(r; u) = \psi^{-1}(r) \) i.e. \( \eta \) is defined by \((36)\). From the Theorem 1.5 and the symmetry of \( \bar{u} \), such a function satisfies \((53)\). Moreover, \((54)\)

leads to

\[ \eta(R; 1/N) \geq M(\varepsilon) \]

and by the monotonicity of \( \psi(r) \) with respect to \( r \) this condition holds if \( R \geq \Psi_{1/N}(M(\varepsilon)) \). Now, condition \((56)\) is obvious. Analogously, if \( \bar{u}(x; x_0) \) is a function in \( u \in L^1(B_R(x_0)) \cap L^\infty(B_R(x_0)) \)

\[ -\Delta_p u + f(u) \leq 0 \quad \text{in} \quad B_R(x_0) \]

\[ u \leq \bar{u} \quad \text{on} \quad \partial B_R(x_0) \]

we can prove that \( u(x; x_0) \leq \bar{u}(x) \) a.e. \( x \in \Omega \cap B_R(x_0) \). Since \( f \) has been assumed odd, such a function \( \bar{u}(x; x_0) \), also satisfying \( u \in C(B_R(x_0)) \)

\[ u(x; x_0) = 0 \]

can be found from Theorem 1.5, by taking

\[ u(x; x_0) = -\eta(|x - x_0|; 1/N) \]

and \( R \) such that

\[ \eta(R; 1/N) \leq M(\varepsilon) \]

or, equivalently, \( R \geq \Psi_{1/N}(M(\varepsilon)) \). Finally, by Theorem 1.1 \( u \in C^0(\Omega) \) and, then \( 0 = \bar{u}(x; x_0) \leq u(x_0) \leq \bar{u}(x_0; x_0) = 0 \), which ends the proof. The proof for solutions \( u \in W^{1,1}(\Omega) \) is the same. It suffices to remark that condition \((56)\) follows from Theorem 1.2 \( (u \in C^1(\partial\Omega)) \) and hypothesis \((50)\).
Corollary 1.10. Let $p > 1, \lambda > 0$ and $\eta > 0$. Let $g$ and $h$ satisfy (4) and (5) respectively. Then, if $\eta < p - 1$, the null set of the solution of the problem

\[
-\Delta_p u + \lambda |u|^{q-1} u = g \quad \text{in} \quad \Omega \\
u = h \quad \text{on} \quad \partial \Omega
\]  
(58)

satisfies the estimate

\[
N(u) = \{ x \in N(g) \cup N(h) |_{R^N} : d(x; S(g) \cup S(h) |_{R^N}) = L(e) \text{ for some } e \geq 0 \},
\]

where

\[
L(e) = \left[ \frac{M(e)}{N, \lambda} \right]^{\frac{1}{p-1-q}}, \\
M(e) = \left[ \left( \frac{1}{q + N(p-1-q)} \right)^{\frac{1}{p-1-q}} \lambda (p-1-q) \right]^{\frac{1}{p-1-q}}
\]  
(60)

and $M(e)$ satisfies (50).

Remark 1.5. As it has been pointed out in the Introduction, the problem (58), (59) appears very often in the study of single isothermical q-order reaction (there is $p = 2$, $g \equiv 0$ on $\Omega$, and $h = 1$ i.e. $N(g) \cup N(h) |_{R^N} = \Omega$ and $S(g) \cup S(h) |_{R^N} = \partial \Omega$.) The number $\lambda$ is an important parameter and, as we can see in (60), the measure and location of the null set $N(u)$, there called "dead core", depends on $\lambda$. In particular, we note that the null set $N(u)$ "tends" to the whole domain $\Omega$ when $\lambda \downarrow 0$. Some delicate estimates of $N(u)$ in terms of $\lambda$ will be given in Section 1.4.

Remark 1.6. The simplification made in Theorem 1.9 by assuming $f$ as an odd function, can be easily removed. Indeed, the only change to be made is to construct the local subsolution $\psi(x; x_0)$ in a different way. To do that, we first extend the function $\psi_\mu$ to the whole $\mathcal{R}$ in a natural way, i.e., if $\sigma < 0$ we define

\[
\psi_\mu(\tau) = \left( \frac{\mu-1}{\mu} \right)^{\frac{1}{p-1}} \int_0^\tau \frac{d\sigma}{F(s)^{1/p}} - \left( \frac{\mu-1}{\mu} \right)^{\frac{1}{p-1}} \int_0^\tau \frac{d\sigma}{F(s)^{1/p}}
\]

Now, it is clear that $\psi_\mu(0,0) \in [-\infty, 0)$ and then, if we make the assumption

\[
\max \left\{ \int_0^\infty \frac{d\sigma}{F(s)^{1/p}}, \int_0^{\infty} \frac{d\sigma}{F(s)^{1/p}} \right\} < +\infty
\]  
(61)

instead of (48) then we can define $n(\tau; x_0)$ for $\tau < 0$ as the inverse of $\psi_\mu$. Finally, it suffices to take

\[
y(x; \sigma) = -\int |x - x_\sigma|^{-1} \dfrac{1}{N}
\]

We leave the details for the reader.

Remark 1.7. A curious phenomenon appears if the balance between the diffusion and the absorption terms is such that not only assumption (48) holds, but even more, if

\[
\int_0^\infty \dfrac{d\sigma}{F(s)^{1/p}} < +\infty
\]

In this case, for instance, the estimate (51) can be replaced by the "uniform estimate"

\[
N(u) = \{ x \in N(g) \cup N(h) |_{R^N} : d(x; S(g) \cup S(h) |_{R^N}) \geq \psi_1(\infty) \}
\]

which expresses that the null set of the solutions corresponding to different data $g$ and $h$, with the same set $N(g) \cup N(h) |_{R^N}$, contains at least the subset $\{ x \in N(g) \cup N(h) |_{R^N} : d(x : S(g) \cup S(h) |_{R^N}) \geq \psi_1(\infty) \}$, i.e., with independence of which are the values of $g$ and $h$ when their respective supports are fixed.

The method used in the proof of Theorem 1.9 has a local character and this allows us to apply it even in the case in which there is no global comparison principle on the whole domain $\Omega$. This situation occurs very often when the function $f$ depends also on $x$:

Proposition 1.11. Let $0 \in L^1_{loc}(\mathcal{R})$, $p > 1$ and $g$, $h$ and $f$ as in Theorem 1.9. Given $\lambda > 0$ let $\Omega_\lambda$ denote the set

\[
\Omega_\lambda = \{ x \in \Omega : \theta(x) > \lambda \}.
\]

Let $\bar{u} \in W^{1,p}(\mathcal{R})$ be a weak solution of the problem

\[
-\Delta_p \bar{u} + \theta(x) \bar{u} = g \quad \text{in} \quad \Omega \\
\bar{u} = h \quad \text{on} \quad \partial \Omega
\]  
(62)
Then, if \( (48) \) holds, the null set of \( u \) satisfies the estimate

\[
N(u) = (x \in (N(g) \cup N(h)_a) \cap \mathbb{R} \cup \{x \mid S(g) \cup S(h) \cap \partial N_A \cup (\partial N_A - \partial A)\}) \equiv \mathcal{L}(e)
\]

for some \( e > 0 \),

where \( \mathcal{L}(e) = \mathcal{L}(\mathcal{N}(e)) \) and \( \mathcal{M}(e) \) is given by (50).

Proof. It is the same as in Theorem 1.9 but choosing in this case \( x_0 \) belonging to \( (N(g) \cup N(h)_a) \cap \mathbb{R} \), and \( R > 0 \) given by

\[
R = d(x_0, (S(g) \cup S(h) \cap \partial N_A \cup (\partial N_A - \partial A))) - e.
\]

Note that any solution of \( (62) \) satisfies

\[-\Delta_p u + \lambda f(u) \leq 0 \]

on the set \( N(g) \cap \mathbb{N} \). We also use in this occasion the fact that

\[-M(e) < u \mid \partial N_A - \partial A \leq M(e).\]

Remark 1.6. The above result is of particular interest in some problems leading to equations such as \( (62) \), for instance, the following:

i) Biological populations: In Gurney-Nisbet [1], the equation \( (62) \) for \( p = 2 \) and \( f(u) = (u/2) \) if \( u > 0 \), is introduced to model the asymptotic state of a biological population. The sign of \( \theta \) describes the hostile or favourable effect of the environment on the population, \( \theta > 0 \) or \( \theta < 0 \), respectively. A systematic treatment of this equation is given in Schatzman [1] (see also other references in this work), under the assumptions:

\[
\mathbb{A} = \mathbb{R}^N, \quad \mathbb{N} \cap \mathbb{R}^N \text{ with compact support and } \theta \in C_0, \mathbb{R}^N
\]

such that

\[
\lim_{|x| \to \infty} \theta(x) > 0, \quad \text{and} \quad \{x \in \mathbb{R}^N : \theta(x) < 0\} \neq \emptyset.
\]

There, the compactness of a solution of \( (62) \) is proved by constructing a global supersolution with compact support (see also the subsection 1.1d). This conclusion can also be obtained as an easy consequence of Proposition 1.12. Other results on the free boundary for this equation can be found in Section 1.3.

ii) Nonlinear elliptic systems. Weakly coupled nonlinear elliptic systems such as, for instance,

\[
-\Delta u + n(v)f(u) = g(x)
\]

\[
-\Delta v + m(x, u, v) = 0
\]

lead to the equation \( (62) \) for \( p = 2 \) and \( f(x) = f_0(x) \). Such systems, with \( f \) satisfying \( (48) \), play an important part in the study of non-isothermal simple chemical reactions (see e.g. Aris [11] and Díaz-Hernandez [11]) as well as in some predator-prey systems (see Hernandez [11]). The Proposition 1.12 gives some estimates on the location of the null set of \( u \). Some "a priori" information on the set \( N_A : n(v) > \lambda \), can be obtained, for instance, from the peculiar form of \( n \) (case of chemical reactions) or by the maximum principle for \( v \) (case of predator-prey systems). (Details in the mentioned works.)

Other interesting generalizations of Theorem 1.9 are related to some other diffusion terms. In this sense, it is very easy to extend that result to the solutions of the more general (invariant by symmetries) equation

\[
-\text{div} \left( \frac{a(|Vu|)}{|Vu|} Vu + f(u) = g. \right. \quad (63)
\]

Indeed, the comparison principle and the local boundedness of the weak solutions are still true, now in the framework of the Orlicz-Sobolev spaces (see Chapter 4) and the local super and subsolutions can also be constructed (see Remark 1.2).

We can also replace the operator \( \Delta_p \) by a general second order elliptic linear operator \( L \) as the one given by

\[
Lu = \sum_{i,j=1}^n D_i(a_{ij}(x) D_j u) + \sum_{i,j=1}^n D_i(b_{ij}(x) u) + c(x)u \quad (64)
\]

where \( D_i = \partial/\partial x_i \), and the functions \( a_{ij}, b_{ij} \) and \( c \) are such that

\[
a_{ij}, b_{ij} \in L^1(\Omega), \quad c \in L^1(\Omega) \text{ and } c + D_i b_{ij} \in L^1(\Omega),
\]

and there exists \( \lambda(x) > 0 \) satisfying

\[
\lambda(x) \in \mathbb{R}, \quad \lambda(x) > 0 \text{ satisfying }
\]

\[
A(x)|x|^2 > \sum_{i,j} a_{ij}(x) \xi_i \xi_j + \lambda(x)|\xi|^2 \text{ for every } \xi \in \mathbb{R}^N, \xi \neq 0.
\]
We recall that the existence and uniqueness of weak solutions
\[ u \in W^{1,2}(\Omega) \cap L^\infty(\Omega) \] of the semilinear problem
\[ -Lu + f(u) = g \quad \text{in} \quad \Omega \quad (67) \]
\[ u = h \quad \text{on} \quad \partial \Omega \quad (68) \]
can be easily obtained under the above conditions on \( L \). We refer reader, again, to Chapter 4 where, in fact, a complete alternative to Theorem 1.1 can be found through the comments made there. With respect to the free boundary \( F(u) \) we have:

**Theorem 1.13.** Suppose (65),(66), \( c(x) \in C \) and assume that \( f \) is an odd nondecreasing function such that
\[ \int_0^\infty \frac{ds}{F(s)^{1/2}} < +\infty \] (69)
where \( F \) is the primitive of \( f \), \( F(0) = 0 \). Let \( g \) and \( h \) satisfy (4) and (5) respectively for \( p = 2 \). Then the null set \( N(u) \) of any weak solution of (67),(68) satisfies
\[ N(u) = \{ x \in N(g) \cup N(h) \} \quad \text{for some} \quad c \in C \]
where \( L(c) = \psi_u(M(c)) \) for some suitable \( u > 0 \) and \( M(c) \) given in (50).

**Proof.** As in Theorem 1.9 the main difficulty is the construction of the local supersolution \( \bar{u}(x;x_0) \) defined on \( B_R(x_0) \) for each \( x_0 \in \Omega \) such that \( u \geq \bar{u} \). This will be done by means of a radially symmetric function \( \bar{u}(x;x_0) = \eta(r) \), \( r = |x - x_0| \), such that \( \eta > 0 \), \( \eta'' > 0 \). Setting \( x_0 = 0 \), for simplicity \( r = |x| \) and we have
\[ L_1(r) = n(r) \sum_{j=1}^n a_{ij}(x) \frac{x_i x_j}{r^2} + \varphi_i'(r) \sum_{j=1}^n b_{ij}(x) \frac{x_i}{r^2} \]
\[ + \sum_{j=1}^n b_j(x) x_j + \eta(r) \sum_{j=1}^n b_j(x) + c(x) \]
Using the assumptions (65),(66), and since \( c \in C \), we have
\[ L_1(r) \geq -a^*_n(r) - K_1 n_i(r) \quad \text{in} \quad B_R(x_0) \]
for some \( K_1 > 0 \), (note that, by (66), \( \sum_{j=1}^n a_{ij}(x) x_i x_j r^{-2} \in \Lambda^* \) where \( \Lambda^* = \text{ess sup} A(x) \) on \( B_R(x_0) \)). Therefore, it suffices to take \( n(r) \)
\[ \text{as a nontrivial solution of the Cauchy problem} \]
\[ -\eta''(r) - K_1 \eta'(r) + \frac{1}{\lambda^2} f(\eta(r)) = 0 \]
\[ \eta(0) = n(0) = 0 \]
where \( K_1 = K_1/\lambda^2 \). The existence of such a solution is assured by assumption (69). In fact, as in Theorem 1.5, \( \eta \) is given by the inverse of \( \psi\), defined in (33), for some \( \mu > 0 \). We leave details to the reader.

Note that in the above results \( L \) is not necessarily uniformly elliptic (\( \lambda \lambda(x) \geq \lambda_0 > 0 \)). The hypothesis (65) can also be avoided by the consideration of functions \( f \) not necessarily monotone (see Section 2.1).

With respect to general nonlinear diffusion terms we refer the reader to subsection 1.2c for the study of the free boundary.

We shall end this subsection by referring to some contexts in which the free boundary is slightly different. For instance, sometimes \( f(\eta) \neq 0 \), or, in other cases, it is known that the external perturbation \( g(x) \) is identically a constant \( k \neq 0 \) on a positively measured subset of \( \Omega \).

This happens in the study of non-Newtonian fluids moving in a flat channel under the action of a constant pressure gradient (Hartmann flow). In this case, the velocity \( u \) satisfies
\[ -\frac{d}{dx} \left( (1 + \frac{u^p}{u}) \frac{d^2 u}{dx^2} \right) + \lambda u = p \]
where \( \lambda \) and \( \mu \) are positive physical constants (see Martinson-Pavlov [1]).
As in the case of the Couette flow (\( p = 0 \), mentioned in the Introduction, the physics of the problem shows that for dilatant fluids (\( p > 2 \)) quasi-solid zones may appear where the velocity is constant but, not, non zero, \( u = P/\lambda \). More generally, we have

**Theorem 1.14.** Let \( g \) and \( h \) satisfy (4) and (5), respectively, and assume that there exists \( k \in \mathbb{R} \) such that
\[ N(g - k) \] has a positive measure
Let \( p > 1 \) and \( f \) be a nondecreasing continuous function satisfying
\[ f(x) = k \] for some \( x \in \mathbb{R} \), as well as
\[ \int_0^\infty \frac{ds}{(s^a + F(t) - k)^{1/p}} < +\infty \] (70)
Then the solution of (1), (2) satisfies
\[ u(x) = a \quad \text{a.e. in } (x \in N(g - k) \cup N(h - k)) ; d(x, S(g - k) \cup S(h - k)) = \begin{cases} \infty & \text{for some } \epsilon > 0, \\ L(e) & \end{cases} \]
where \( L(e) = \frac{1}{\epsilon} \frac{N(e) + |a|}{M(e)} \) with \( M(e) \) given in (50).

Proof. It suffices to apply Theorem 1.9 to the function \( w = u - a \). Note that \( w \) satisfies
\[ \Delta P w = f(w) = g \quad \text{in } \Omega \]
and \( w = \bar{h} \) on \( \partial \Omega \), where \( \bar{g} = g - k \), \( \bar{h} = h - k \) and \( \bar{f}(s) = f(s + a) - k \). The function \( \bar{f} \) is still a nondecreasing continuous function satisfying \( \bar{f}(0) = 0 \) and hypothesis (48) (due to (70)).

It is easy to see that in the semilinear case (\( p = 2 \)), condition (70) implies that the slope of the function \( f \) at the point \( s = a \) must be infinity. This happens in some formulations of the Stefan problem (see an analogous point of view in Bertsch-DeMottoni-Peletier [1]).

In contrast: to this, if \( p > 2 \) condition (70) holds for any Lipschitz continuous function \( f \) and no special behaviour of \( f \) in \( r = a \) is needed. In this case, Theorem 1.14 holds because the operator \( \Delta P u \) degenerates near the set \( (x \in \Omega : |u| = 0) \).

1.1c. Boundary estimates. Non diffusion of the support.

The method of local super and subsolutions used in the proof of Theorem 1.9 can also be applied in order to study the vanishing of the solution at points of the boundary of the support of \( g \) and \( h \). It seems natural that the effect of external influences may make difficult the vanishing of the solution at these points. Nevertheless, we shall see that this effect appears under suitable additional assumptions on \( g \) or \( h \), respectively.

In contrast with the results of the above subsection, now we shall need the local boundedness of the solution in \( \Omega \) and not only in \( \text{int } N(g) \).

For this reason, we shall assume the stronger hypotheses (4***) and (5***) on the data. They can be weakened if some additional growing conditions on \( f \) are known (see Chapter 4).

We first consider the vanishing of the solution \( u \) in a point \( x_0 \), of \( S(g) \cap \partial N(g) \).

Theorem 1.15. Assume \( p > 1 \) and let \( f \) be an odd nondecreasing continuous function satisfying the integral condition (48). Let \( g \) and \( h \) satisfy (4***) and (5***) respectively. Consider \( x_0 \in S(g) \cap \partial N(g) \) and assume that there exists \( R > 0, u_1 \) and \( u_2 > 0 \) such that
\[ u \leq N(g) \subseteq \Omega \subseteq \Omega \]
where \( N(x_0) = \psi_{u_1}^{-1}(x_0) \psi_{u_2}(x_0) \) given in (30) and \( \Omega \) is the differential operator defined in (31). Moreover, we assume one of the following conditions
\[ a(\Omega \cap B_R(x_0)) \leq N(h_{\Omega}) \]
(72)

or
\[ d(x_0, S(h_{\Omega})) \leq R > \max\{\psi_{u_1}(\Omega), \psi_{u_2}(\Omega)\} \]
(73)
where \( ||u||_{\infty} \leq M \) (for instance, \( M \) given in (6***)). Then, for any solution \( u \) of (1),(2) we have
\[ u(x_0) = 0. \]

In particular, \( u(x_0) = 0 \).

Before proving the above result, we shall try to clarify the meaning of the statement. First we note that (72) holds if \( a(\Omega \cap B_R(x_0)) \) is the whole (or a part of) \( \Omega \), where \( h = 0 \). This is the case if, for instance, \( B_R(x_0) = \Omega \) and \( h = 0 \) on \( \partial \Omega \). If condition (72) fails, then the region where inequalities (71) hold must be sufficiently large, depending on the bounds \( M \) on the solution \( u \). In the particular case of \( f(s) = \lambda |s|\frac{P}{q} \), with \( \lambda > 0 \) and \( q > 0 \), the hypothesis (48) is equivalent to \( q < p - 1 \). Using Lemma 1.5, instead of computing the functions \( n(r; \mu) \), we find that condition (71) can be expressed as
\[-K_1|x - x_0|^{-\frac{p}{p - 1} - q} \leq g(x) \leq K_2|x - x_0|^{-\frac{p}{p - 1} - q} \quad \text{a.e. } x \in \Omega \cap B_R(x_0) \]
(74)
and (73) means that
\[ R = d(x_0, S(h_{\Omega})) \geq \frac{p}{p - 1 - q} \max\{C_1, C_2\} \]
(75)
for some $C_1,C_2 > 0$ and $K_1,K_2$ satisfying

$$
K_i = [\lambda_i^{C_i} - C_i^{p-1} \frac{(p-1) (p-1-q)}{p}(p-1-q)]^{1/(p-1-q)}, \\ i = 1,2, \iff K_2 \leq K_i (N^{(p-1)/(p-1-q)})^{1/(p-1-q)}
$$

In this case, any solution $u$ of (58),(59) satisfies

$$
-C_1 |x-x_0|^{p-1-q} u(x) \leq C_2 |x-x_0|^{p-1-q} u(x) \forall x \in \Omega \cap B_R(x_0).
$$

(76)

In subsection 1.3, we shall show that the inequality (76) is optimal.

Proof of Theorem 1.15. Let $x_0 \in \partial \Omega(g)$. From the considerations of

$\rightarrow$ Theorem 1.5a we know that the function $v(x) = n(x-x_0) \cdot u$ satisfies

$$
-\Delta v + f(v) = g(x) \quad \text{a.e.} \quad x \in \Omega \cap B_R(x_0)
$$

On the other hand, if $\tilde{\Omega} \cap \Omega \cap B_R(x_0)$, on the boundary $\partial \tilde{\Omega}$ we have

$$
u \in \tilde{u} \quad \text{on} \quad \partial \tilde{\Omega}.
$$

Indeed, if (72) i.e. if $\partial \Omega \cap B_R(x_0) \supseteq \Omega(g_{\Omega})$, then it is trivial because on $\partial \tilde{\Omega} u = 0$ and, by definition, $\tilde{u} \geq 0$. When (72) fails, we can write $\partial \tilde{\Omega} = (\partial \Omega \cap \Omega) \cup (\partial \Omega - \Omega)$. As $R = d(x_0,\partial \Omega(g_{\Omega}))$, it is clear that

$$
\tilde{0} = u \in \tilde{u} \quad \text{on} \quad \partial \tilde{\Omega} \cap \Omega.
$$

On the other hand, if $x \in \partial \tilde{\Omega} - \Omega$ then $|x-x_0| = R$ and so, using the boundedness of $u$ and hypothesis (73) we have

$$
u \in M = n(R : \mu_2) = \tilde{u}
$$

(recall that $\psi_n$ is nondecreasing and that $n(R : \mu_2) = \psi_{\mu_2}(R)$). In any case, by comparison of solutions on $\tilde{\Omega}$ we conclude that

$$
u(x) \leq \tilde{u}(x) \quad \text{a.e.} \quad x \in \tilde{\Omega}$. Analogously, defining

$$
u(x) = -\eta(x-x_0), \quad \text{the inequality} \quad \nu(x) \leq u(x) \quad \text{a.e.} \quad x \in \tilde{\Omega}
$$

is proved, which ends the proof.

Remark 1.9. It is clear that assumptions (71) and (73) may be simplified if $g > 0$ and $h \geq 0$ in $\Omega$ and $\partial \Omega$, respectively. Indeed, in this case any solution $u$ of (1),(2) is such that $u > 0$ in $\Omega$ and (71) can be replaced by

$$
0 \leq (x) \in L_2(\eta(x-x_0)) \quad \text{a.e.} \quad x \in \partial \Omega \cap B_R(x_0).
$$

Note also that, from the results of Theorem 1.5 we know that necessarily, $\mu_2 \leq 1$, and that, in fact, the condition $\omega(n(R : \mu_2)) \geq 0$ is assured if, for instance, $\mu_2 \leq 1/N_R$.

The above results can be applied to obtain global consequences. For the sake of simplicity we shall only consider a particular case in which we shall get the curious fact that, under suitable hypotheses, the support of the solution coincides with that of the function $g$ if, for instance, $R = 0$.

Theorem 1.16. Assume $p > 1$ and let $f$ be an odd nondecreasing continuous function satisfying (48). Let $g$ and $h$ satisfy (4**(a)) and (5**(a)) respectively and assume that there exists $R > 0$, $\mu_1$ and $\mu_2 \in [0,1/N]$ such that

$$
-\text{(1-\Omega M)}(\eta(d(x,\partial S(g));\mu_1)\delta(g(x)) \geq (1-\Omega M) \eta(d(x,\partial S(g));\mu_2))
$$

\text{a.e.} \quad x \in \partial S(g), \quad d(x,\partial S(g)) \leq R.
$$

In addition, we assume that

$$
\lim_{M \to 0} d(S(h_{\Omega});S(g)) = R \geq 2 \max(\psi_{\mu_1}(M), \psi_{\mu_2}(M))
$$

(77)

where $M = |u|$ (for instance $M$ given by (6**(a))). Then, if $u$ is any solution of (1),(2), we have

$$
u(x) = 0 \quad \text{if} \quad x \in \partial \Omega(g) \text{and} \quad d(x,\partial S(h_{\Omega})) \geq R.
$$

In particular, if $h = 0$ on $\partial \Omega$, then

$$
supp u = supp g.
$$

Proof. First, we claim that $u = 0$ on $\partial S(g)$. Indeed, let $x_0 \in \partial S(g)$.

If $x_0 \in \partial \Omega \cap \partial S(g)$ the conclusion is obvious by (78), so let $x_0 \in \partial S(g)$ - $\partial \Omega$, and consider the ball $B_R(x_0)$. It is clear that, for every $x \in \partial \Omega \cap B_R(x_0)$
d(x, \mathcal{S}(g)) \leq |x - x_0|$, because $x_0 \in S(g)$. Then, by (77), the monotonicity of the functions $f$ and $n$, and the relation (35), we have that
\[
g(x) \leq (1 - \mu_2 \lambda) f(n(|x - x_0|), \omega_2) \leq L n(|x - x_0|, \omega_2) \quad \text{a.e.} \quad x \in \Omega \cap B_R(x_0)
\]
(recall that $\Omega \cap N(r, \omega_2)) > 0$ because $\omega_2 \leq \frac{1}{\lambda N}$ and that $g(x) = 0$ in $B_R(x_0) \cap N(g)$). On the other hand, from (78) we know that
\[
d(x, \mathcal{S}(h_{|\partial \Omega})) \geq \max\{ \psi_{\mu_1}(M), \psi_{\mu_2}(M) \}.
\]
Hence, hypothesis (73) is satisfied and $u(x_0) = 0$ by Theorem 1.15. Thus $u = 0$ on $\mathcal{S}(g)$. Now consider the region $\tilde{\Omega} = \{x \in \Omega(g) : d(x, \mathcal{S}(g)) \in R\}$ with $R$ given by (78) (see Figure 2). On this set the solution of (1),(2) satisfies
\[
\Delta_p u + f(u) = 0 \quad \text{in} \quad \tilde{\Omega}.
\]
On the other hand
\[
u = 0 \quad \text{on} \quad \partial \tilde{\Omega}.
\]
Indeed, let $\tilde{\Omega} = \Omega \cup \partial \tilde{\Omega} \cup \partial \tilde{\Omega}$ where $\Omega \cup \partial \tilde{\Omega} = \tilde{\Omega} \cap \Omega$, $\partial \tilde{\Omega} = \mathcal{S}(g) \cap \tilde{\Omega} \cap \partial \tilde{\Omega}$ and $\partial \tilde{\Omega} = \{x \in \Omega(g) : x \in \tilde{\Omega}, x \notin \tilde{\Omega} \cap \partial \Omega \text{ and } d(x, \mathcal{S}(g)) = R\}$. It is clear that $u = 0$ on $\partial \tilde{\Omega} \cup \partial \tilde{\Omega}$. Moreover the function $\psi_{\mu}$ is decreasing in $\mu$ and so we have that
\[
\max\{\psi_{\mu_1}(M), \psi_{\mu_2}(M)\} \geq \psi_{1/N}(M)
\]
where $M \geq ||u||_{L^\infty(\Omega)}$. Then, from (78) we know that
\[
d(x, \mathcal{S}(h_{|\partial \Omega})) \geq L
\]
and so $u = 0$ on $\partial \tilde{\Omega}$, by the Theorem 1.9. In consequence, from the uniqueness results in $\tilde{\Omega}$ we deduce that $u = 0$ in $\tilde{\Omega}$, which proves the theorem.

Remark 1.10 If, for instance, $g \geq 0$, $h \geq 0$ and $f$ is given by $f(s) = \lambda |s|^{q-1} s$ with $\lambda > 0$ and $0 < q < p - 1$ then the condition (77) leads to the inequality
\[
0 \leq g(x) \in K \quad \text{d}(x, \mathcal{S}(g))^{P_{p-q}} \quad \text{a.e.} \quad x \in \mathcal{S}(g), \quad \text{d}(x, \mathcal{S}(g)) \in R
\]
for some suitable constant $K > 0$.

We can also study the vanishing of the solution $u$ at points $x_0 \in \partial \Omega$ of the boundary of the set $\mathcal{S}(h_{|\partial \Omega})$.

Theorem 1.17. Assume $p > 1$ and let $f$ be an odd nondecreasing continuous function satisfying $(4b)$. Let $g$ and $h$ satisfying $(4^{**})$ and $(5^{**})$ respectively. Consider $x_0 \in \partial \Omega \cap N(g)$ and assume that there exists $R > 0$ such that the boundary datum $h$ verifies
\[
n(|x - x_0|): 1 < n(|x - x_0|): 1 \quad \text{in} \quad \partial \Omega \cap B_R(x_0)
\]
where $n(x, \mu) = \psi_{\mu}^{-1}(r)$ and $R$ satisfies
\[
d(x, \mathcal{S}(g)) \geq R \geq \psi_{1/N}(M).
\]
where $M \geq ||u||_{L^\infty(\Omega)}$. Then, for any solution $u$ of (1),(2) we have
\[
n(|x - x_0|): 1 \leq n(x, \mu) \geq n(|x - x_0|): 1 \quad \text{a.e.} \quad x \in \partial \Omega \cap B_R(x_0)
\]
In particular, $u(x_0) = 0$. 
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Proof. It suffices to compare $u$ with the auxiliary functions
\[
\overline{u}(x : x_0) = \psi_1(x - x_0) \cdot 1/N \quad \text{and} \quad \overline{g}(x : x_0) = -\psi_1(x - x_0) \cdot 1/N
\]
in the set $\Omega = \Omega \cap B_{R_e}(x_0)$. Note that $g = 0$ in $\Omega$ and that on $\partial \Omega$ we have $u \leq u \leq \varphi$ by the hypothesis (79) and the choice of $R_e$.

1.1d. Solutions with compact support, global super and subsolutions.

For different purposes, it is sometimes interesting to exhibit global super and subsolutions, i.e., now defined in the whole domain $\Omega$. There is a whole method which proves the existence of the solution from the existence of such super and subsolutions (see Chapter 4). In our case, it is not necessary because of the monotonicity of $f$ (assumption (3)); nevertheless, it is useful for some variants of equation (1) such as the equation (62), in the case of biological populations (see Schatzman [1]). It is also useful, when $\Omega$ is unbounded and the equation is not coercive in order to find solutions in $W^{1,p}(\Omega)$ (see Remark 4.1).

**Theorem 1.18.** Let $\Omega$ be a regular set (not necessarily bounded). Assume $p > 1$ and let $f$ be an odd nondecreasing continuous function satisfying
\[
\int_0^1 \frac{ds}{F(s)^{1/p}} < +\infty,
\]
where $F$ is the primitive of $f$. Let $g \in L^\infty(\Omega)$ and $h \in W^{1,p}(\Omega) \cap L^\infty(\Omega)$ with compact support, $S(g)$ and $S(h)$, respectively. Then there exists a unique $u \in W^{1,p}(\Omega) \cap L^\infty(\Omega)$, solution of (1), (2) having compact support. Moreover, for every $x_0 \in S(g) \cup S(h)$, the function $\overline{u}(x) = \psi_1(x - x_0)$ is a global super (sub) solution of (1), (2) with $g$ defined by
\[
G(r) = \begin{cases}
K_1 - K_2 r^{p-1} & 0 < r < R_0 \\
\psi_1((r) & R_0 \leq r \leq R_1 \\
0 & R_1 \leq r
\end{cases}
\]
where $B_{R_0}(x_0) \subseteq S(g) \cup S(h)$, $K_1, K_2$ and $R_1$ are some suitable positive constants and $\psi_1$ defined by (33).

Proof. First of all, we shall prove that we can choose $K_1, K_2$ and $R_1$ such that the function $\overline{u}(x) = G(x - x_0)$ is a supersolution of (1), (2). Without loss of generality we can assume $x_0 = 0$. We also recall that the function $\overline{u}(x) = \psi_1((r)$ is a $C^2$ function defined in the interval $[0, \psi_1((r)]$ such that $\overline{u}(0) = \overline{u}'(0) = 0$, $\overline{u}(r) > 0$ and $\overline{u}'(r) > 0$ if $r > 0$ and
\[
-((\overline{u}'(r))^{p-1}) + f(\overline{u}(r)) = 0 \quad \text{in} \quad (0, \psi_1((r))
\]
(see, for instance, Lemma 1.2). In order to have $\overline{u} \in W^{1,p}(\Omega)$, and $\overline{u}$ with compact support, it is enough to choose $K_1, K_2$ and $R_1$ such that $\overline{u} \in C^1(\Omega)$, so equivalently, that $G \in C^1([0, \psi_1((r)])$ and $G(0) = 0$. This leads to the conditions
\[
K_1 - K_2 R_0^{p-1} = n(R_1 - R_0)
\]
\[
K_2 - R_0^{p-1} R_0^{p-1} = n'(R_1 - R_0)
\]
Now we shall impose the condition that
\[
-\Delta_p u + f(u) = g \quad \text{in} \quad \Omega
\]
for some $g \geq g$. First, we consider the region $\Omega_0 = \Omega \cap B_{R_e}(0)$, where $R_e$ is such that $S(g) \cup S(h) \subseteq \Omega_0$. As $\overline{u} \geq 0$, we have that $f(\overline{u}) \geq 0$. So the condition (84) holds if, for instance,
\[
-\Delta_p u = -\frac{d}{dr} ((\frac{dG}{dr}(r))^{p-1}) + \frac{N-1}{p-1} \frac{dG}{dr}(r))^{p-1} \geq ||g||_{L^p}, \quad r < R
\]
that is, if
\[
N(K_1 - K_2 R_0)^{p-1} \geq ||g||_{L^p(\Omega)}
\]
In the region $\Omega_1 = \{x \in \Omega : R_0 < |x| < R_1\}$ we know that $g = 0$. Then, using (81), we have that
\[
-\Delta_p u + f(u) = -((\overline{u}'(r))^{p-2} \overline{u}'(r)) + f(\overline{u}) = \frac{N-1}{p-1} (\overline{u}'(r))^{p-1}
\]
In conclusion, as $n' > 0$ the condition (84) holds in the whole domain where
and assuming that $X_i$ satisfies (85). In order to have

$$h|_{\Omega} \leq \tilde{u}|_{\Gamma}$$  \hspace{1cm} (86)

we note that since $G$ is non-increasing, it suffices to require that

$$G(R_0) \leq \|u\|_{L^\infty(\Omega)} \leq u|_{\Omega_1}$$  \hspace{1cm} (recall that $h=0$ on $\Omega_0 \cap (R_0^1 - B_{R_0}(x_0)))$$

Hence, it is enough to have

$$M < n(R_1 - R_0)$$  \hspace{1cm} (87)

where $M > \|u\|_{L^\infty(\Omega)}$. Finally, to show how the constants $K_1, K_2$ and $R_1$ can be chosen verifying (82),(83),(85) and (87), we can proceed as follows:

We shall first choose $R_1, K_1$ and $K_2$ in terms of $R_0$, which will be later fixed only in terms of $g, h$ and $\|u\|_{\infty}$. From (87), and recalling that the function $\psi_1 = n^{-1}$ is nondecreasing, we take

$$R_1 = R_0 + \psi_1(M)$$  \hspace{1cm} (88)

This choice allows us to take

$$K_2 = n'(M) \frac{p-1}{p - 1} R_0$$  \hspace{1cm} (so that (83) is verified. In consequence, (82) holds if we choose

$$K_1 = M + \psi_1(M) R_0$$  \hspace{1cm} (89)

All the conditions are now reduced to (85) and $B_{R_0}(\Omega) \supset S(g) \cup S(h|_{\partial \Omega})$, which is satisfied if $R_0$ is large enough that

$$R_0 \geq \max \left\{ \frac{\|g\|_{L^\infty(\Omega)}}{(p-1)(p-1-M)}, \frac{\text{diam}(S(g) \cup S(h|_{\partial \Omega}))}{(p-1)n'(\psi_1(M))} \right\}$$  \hspace{1cm} (90)

where $M$ is any positive bound of $\|u\|_{L^\infty(\Omega)}$ such as, for instance, the one given in (6*). To end the proof of this theorem we shall show the existence of a solution of (1),(2) (the uniqueness is again a trivial consequence of the comparison principle). Let $R_0$ and $R_1$ be given by (90) and (88), respectively, and define $\tilde{u} = \{ x \in \Omega : |x| < R_0 \}$. Let $\tilde{u} \in W^{1,p}(\Omega) \cap L^\infty(\Omega)$ be the unique solution of the problem

$$- \Delta_p u + f(u) = g \quad \text{in} \quad \Omega$$

$$u = h \quad \text{on} \quad \partial \Omega \cap \partial \Omega$$

$$u = 0 \quad \text{on} \quad \partial \Omega - \partial \Omega.$$

Obviously the functions $\tilde{u}(x) = G(|x|)$ and $u(x) = -G(|x|)$, with $G$ defined in (80) and the constants taken as before, are still super and subsolution of this problem. Then, $u(x) \leq \tilde{u}(x) \leq \omega(x)$ a.e. $x \in \Omega$. In particular, $\tilde{u}(x) = 0$ on the set $\{ x \in \Omega : R_1 < |x| < R_1 + 1 \}$ and so the extended function $u$, defined by $u = \tilde{u}$ in $\tilde{u}$ and $u = 0$ in $\Omega - \tilde{u}$, is such that $u \in W^{1,p}(\Omega) \cap L^\infty(\Omega)$ and satisfies (1),(2).

Remark 1.11 The compactness of the support of the solution of (1),(2) can also be obtained by means of local super and subsolutions, and even by obtaining a sharper estimate of the location of the support of $u$, better than that derived in the above theorem: $S(u) \subset B_{R_1}(x_0) \subset \Omega$, $R_1$ given by (88).

Remark 1.12 With respect to the case of unbounded data, for instance, $g \in L^1(\Omega)$ and $h \in W^{1,1}(\Omega)$ with $\Delta h \in L^1(\Omega)$, the construction of global super and subsolutions is much more delicate because, in general, the solution is not bounded in $S(g) \cup S(h|_{\partial \Omega})$. Nevertheless, if $g$ and $h|_{\partial \Omega}$ have compact supports, the existence of a unique $L^1$-solution of (1.2) with compact support can be obtained in the following way: first, the compactness of the support of any solution is established by using the functions $+G(|x-x_0|)$ as super-solutions, now in the set $\Omega - B_R(x_0)$, where $R_0$ is such that $S(g) \cup S(h|_{\partial \Omega}) \subset B_{R_0}(x_0)$, and by replacing the conditions (82) and (83) by

$$M > n(R_1 - R_0).$$

Here, $M$ is any bound of $u$ in the set $N(g) \cup N(h|_{\partial \Omega})$ such as, for instance, the one given in (6*). (This also holds for unbounded domains). Finally, the existence of such a solution is proved as in Theorem 1.18. We remark that this can also be applied to $L^1$-solutions of (1),(2).
Using some elementary differential geometry it is possible to construct global super and subsolutions much better adapted to the peculiarity of the data than the ones exhibited in the above theorems. To explain this in a simple way, we shall only consider equation (19) and assume that

\[ S(g) \text{ is a bounded and convex set of } \mathbb{R}^N. \]  

(91)

Given \( R > 0 \), let \( V_R \) be a tubular neighborhood of the boundary \( S(g) \), defined by the usual parametric representation

\[ x = x(\omega, t) = \omega + t \hat{n}(\omega), \quad \omega \in \partial S(g), \quad t \in (-R, R) \]

where \( \hat{n}(\omega) \) is the outward normal unit vector on \( S(g) \) at \( \omega \). Let \( V^*_R = \{ x = x(\omega, t) \in V_R \text{ with } t > 0 \} \).

Theorem 1.19 Let \( f \) be an odd nondecreasing continuous real function satisfying (31). Let \( g \in \mathcal{L}(\Omega) \) such that it verifies (91) and let \( u \in C^1(\Omega) \cap H_0^2(\Omega) \) be the unique solution of the problem

\[ -\Delta u + f(u) = g \quad \text{in } \Omega \]

\[ u = 0 \quad \text{on } \partial \Omega. \]

Consider the function \( \bar{u}(x) \in C^1(\Omega - S(g)) \) defined by

\[ \bar{u}(x) = \begin{cases} h(R_1 - t) & x \in V^*_{R_1}, \ x = \omega + \hat{n}(\omega), \ \omega \in S(g), \ 0 < t < R_1 \\ 0 & x \in \Omega - S(g), \ d(x, \partial S(g)) > R_1 \end{cases} \]

where \( R_1 \) is suitable positive constant and \( h = \frac{1}{R_1} \), \( \psi_1 \) given in (33). Then \( \bar{u} \) is a supersolution in the set \( \Omega - S(g) \), i.e., \( u \leq \bar{u} \) in the set \( \Omega - S(g) \).

\[ \text{Figure 3.} \]

Proof. - First of all, we recall that if we denote by \( S(g) \) the hypersurface of \( R^{N-1} \) given by \( S(g) \), of outward normal unit vector \( \hat{n} \), then the Laplacian operator can be expressed as

\[ \Delta u = \frac{\partial^2 u}{\partial n^2} + (N - 1) \frac{\partial u}{\partial n} + \Delta_{S} u, \]

where \( \Delta \) is the mean curvature and \( \Delta_{S} \) is the Laplacian in the induced metric of \( S^{N-1} \) (see, e.g. Sperb [1] p.62). Then, in \( V^*_{R_1} \) we have

\[ -\Delta \bar{u} + f(\bar{u}) = -h(R_1 - t) + f(\bar{u}(R_1 - t)) + (N - 1) h n'(R_1 - t) \]

Thus, since \( \eta \) satisfies \( \eta = f(\eta) \) (see Lemma 1.3), we conclude that

\[ -\Delta \bar{u} + f(\bar{u}) = \bar{g} \quad \text{in } \Omega - S(g), \]

where

\[ \bar{g}(x) = \begin{cases} (N-1)h n'(R_1 - t) & \text{if } x \in V^*_{R_1} \\ 0 & \text{if } x \in \Omega - S(g), \ d(x, \partial S(g)) > R_1. \end{cases} \]

But \( \bar{H} > 0 \) because \( S(g) \) is assumed to be convex. Then, \( \bar{g} > 0 \) a.e. in \( \Omega - S(g) \). On the other hand, in order to have

\[ u \leq \bar{u} \quad \text{on } \partial(\Omega - S(g)) \]

it is enough to choose \( R_1 \) such that

\[ R_1 > \psi_1(\eta), \quad M > ||u||_{\infty}. \]  

(92)

Indeed, on \( \partial \Omega \cap \partial(\partial S(g)) \) we have \( u = 0 \leq \bar{u} \). Moreover, \( \partial(\Omega - S(g)) \cap \partial S(g) = S(g) \) and on this part of the boundary we have

\[ u = M \in \partial S(g) \]

if \( \eta \) satisfies (92). Then the conclusion of the theorem follows by applying the comparison principle on the set \( \Omega - S(f) \).

Remark 1.13 Arguing as in Theorem 1.18 it is possible to choose \( R_1, R_2, R_3 \) and \( R_4 \) in a suitable way so that the function
\[ \tilde{u}(x) = \begin{cases} \kappa_1 & \text{if } x \in S(g), \quad d(x, S(g)) > \gamma_0, \\ \kappa_2 & \text{if } x \in V_{R_0}, \quad \gamma_0 < \gamma_0, \\ \eta(R_1 - t) & \text{if } x \in U, \quad d(x, S(g)) > R_1, \\ 0 & \text{if } x \in \Omega - S(g), \quad d(x, S(g)) \leq R_1. \end{cases} \]

is a global supersolution of the above semilinear problem. On the other hand, it would be interesting to know if this kind of argument can be applied to quasilinear operators such as \( \Delta_p u \) for \( p \neq 2 \).

1.2. NONEXISTENCE OF THE FREE BOUNDARY. POSITIVITY OF SOLUTIONS.

In some applications, it is desirable to avoid the existence of the free boundary \( \partial \Omega \). This is the case in chemical reaction-diffusion equations, where the existence of \( \partial \Omega \) (and, then, of a nonempty null set \( N(u) \), there called dead core) means that in \( N(u) \) no reaction takes place and the catalyst is wasted. To simplify the exposition, we shall work with nonnegative solutions and we shall show that they are strictly positive when the diffusion-absorption balance given by assumption (88) of Section 1.1 fails (Subsection 1.2a), as well as when (48) is verified but the balance between the \( "sizes" \) of \( \Omega \) and \( u \) does not satisfy the relation given in Theorem 1.9. (Subsection 1.2b). The results are due to Vazquez [5] (1.2a) and Bandle-Sperl-Stakgold [1] (1.2b).


For the sake of simplicity, we shall only consider nonnegative solutions of the elliptic problem (1), (2) of Section 1.1 and assume that \( \Omega \) is a connected open set of \( \mathbb{R}^N \). The following result shows that hypothesis (88) of Theorem 1.9 is necessary in the sense that if (48) fails, then \( u > 0 \) in \( N(g) \cup N(h) \), except when \( g \) and \( h \) vanish identically in \( \Omega \) and \( \partial \Omega \), respectively, in which case \( u \equiv 0 \) in \( \Omega \). This is a strong maximum principle in the philosophy of E. Hopf (see e.g. Gilbarg-Trudinger [1]). We recall that a rough result was given in Proposition 1.7 for symmetric solutions.

Theorem 1.20. Let \( p > 1 \) and \( f \) be a continuous nondecreasing real function satisfying \( f(0) = 0 \), \( f(r) > 0 \), \( 0 \leq r > 0 \) such that

\[ \int_0^1 \frac{ds}{F(s)^{1/p}} = \infty, \]

where \( F \) is the primitive of \( f \), \( F(0) = 0 \). Let \( u \in C^1_{\text{loc}}(\Omega) \), \( u > 0 \), satisfying (in some weak sense) the equation

\[ - \Delta_p u + f(u) = 0 \quad \text{in} \quad \Omega. \]

Then, either \( u \equiv 0 \) in \( \Omega \) or \( u \) is strictly positive in \( \Omega \), i.e. for every compact subset \( K \subset \Omega \) there exists a constant \( \nu = \nu(K) \) such that \( u \geq \nu > 0 \) in \( K \).

The main idea of the proof is to construct an adequate local subsolution which is done by means of the following auxiliary result.

Lemma 1.21. Let \( p > 1 \) and \( f \) be a continuous nondecreasing function with \( f(0) = 0 \). Then, for any positive numbers \( 0 \leq r_1 \) and \( v_1 \) there exists a unique \( v \in C^{1,2}_{\text{loc}}(0,r_1) \) solution of the boundary value problem

\[ \begin{align*}
- \frac{|v_r|^p - 2 v' v'}{2} + \theta |v|^p - 2 v' + f(v) &= 0 & & 0 < r < r_1, \\
v(0) &= 0, & v(r_1) &= v_1.
\end{align*} \]

and \( v,v',v'' > 0 \). Moreover, if \( f \) satisfies (1), then \( v'(0) > 0 \) and \( 0 < v(r) < v_1 \) in \( (0,r_1) \).

Proof. The existence part follows from standard arguments. For instance, the method of super and subsolutions can be applied because, by the comparison principle, any solution \( v \) of (2), (3) satisfies \( 0 < v < v_1 \) (see Chapter 4, or e.g. Boccardo-Murat-Puel [2]). The uniqueness of \( v \) is a consequence of the monotonicity of \( f \) and the strict monotonicity of the function \( s \mapsto |s|^{p-2} s \). On the other hand, if we define

\[ w(r) = |v'(r)|^{p-2} v'(r), \]

from the equation (2) we obtain that

\[ (e^{-r} w(r))' = e^{-r} f(v(r)). \]

It follows that \( e^{-r} w(r) \) is nondecreasing, hence \( w(r) \geq 0 \) and so \( v'(r) \geq 0 \) for \( 0 < r < r_1 \). Let \( r_0 \) be the largest \( r \) for which \( v(r) = 0 \). Necessarily, \( 0 < r_0 < r_1 \), \( v \) is an one-to-one function from \([r_0,r_1])\)
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...
onto \([0,v_1]\) and
\[
\int_{r_0}^{v_1} \frac{v'(r)dr}{F(v(r))^{1/p}} = \int_{v_0}^{v_1} \frac{ds}{F(s)^{1/p}} = + = (4)
\]
But,
\[
F(v)' = f(v)v' = ((v')^{p-1})' - g(v)(v')^{p-1} v',
\]
so that
\[
\frac{p}{(p-1)} e^{-\frac{p}{(p-1)} (v'(r))^p} = e^{-\frac{p}{(p-1)} (v'(r))^p}.
\]
If \(v'(r_0) = 0\), the integration of (5) from \(r_0\) to \(r\) gives
\[
\frac{p}{(p-1)} e^{-\frac{p}{(p-1)} (v'(r_0))} e^{-\frac{p}{(p-1)} (v'(r))^{p}}.
\]
In consequence
\[
\int_{r_0}^{r} \frac{v'(r)dr}{F(v(r))^{1/p}} \in \left[\frac{p}{(p-1)} (r_0 - r_0) \right] < + =
\]
which contradicts (4). Hence, \(v'(r_0) > 0\) and this implies \(r_0 = 0\). Therefore, \(v'(0) > 0\) and \(v(r) > 0\) for \(0 < r < r_1 - r_0\).

Proof of Theorem 1.20. If we assume, contrary to the theorem, that \(u\) vanishes somewhere in \(\Omega\) but it is not identically zero, then the set \(\bar{S}(u) = \{x \in \Omega : u(x) > 0\}\) satisfies \(\bar{S}(u) \subseteq \Omega\), i.e. \(\bar{S}(u) \cap \partial \Omega \neq \emptyset\).

Let \(x_0\) be a point in \(\bar{S}(u)\) that is closer to \(\partial \bar{S}(u)\) than to \(\partial \Omega\), and consider the largest ball \(B_{\alpha}(x_0)\) contained in \(\bar{S}(u)\). Then \(u(y) = 0\) for some \(y \in \partial B\) while \(u > 0\) in \(B\). Now we shall use the above lemma to show that \(u_\nu(y) = 0\), which is impossible at the interior minimum \(y\).

Consider the annulus \(G = \{x \in \mathbb{R}^N : R_2 < |x - x_0| < R\}\) in \(\Omega\). We know that \(u > 0\) in \(G\). Let \(U = \inf \{u(x) : |x - x_0| = R_2\}\). We have that \(U > 0\). Consider also the function
\[
u(x) = v(R - |x - x_0|),
\]
where \(v\) is the solution of (2), (3) corresponding to \(r_1 = R/2\) and \(v_1 = U\). If we choose \(\delta > 2(N-1)/R\) it is clear that \(u\) satisfies
\[-\Delta_p u + f(u) < 0 \quad \text{in} \quad G\]
and
\[u < u_\nu \quad \text{on} \quad \partial G.\]
Then, by the comparison principle, \(u < u_\nu \) on \(G\) and, since by Lemma 1.21 \(v'(0) > 0\), we conclude
\[
\liminf_{t \to 0} \frac{1}{t} [u(y + t(x_0 - x_1)) - u(y)] > 0. \quad \forall x_1 \in G
\]
Thus, \(\nu u(y) \neq 0\,\text{, and the proof ends.}\)

We briefly collect in the following some remarks on the above theorem (we refer the reader to Yezz [5] for details). First of all, it is easy to see that the result remains true if \(u\) is merely a substitution. The regularity assumed on \(u\) can be obtained, for instance, from Theorem 1.1. Moreover, in the semilinear case (\(p=2\)) it is easy to see that the regularity obtained in the \(L^1\)-setting (Theorem 1.2) is also enough and that the Laplacian operator \(\Delta\) can be replaced by a general second order uniformly elliptic operator \(L\). Finally, a boundary-point version of the above strong maximum principle holds as in the classical case. So, under the hypotheses of Theorem 1.19, if \(u \in C^1(\Omega \cup \{x_0\})\) for any point \(x_0 \in \partial \Omega\) such that \(x_0\) satisfies an interior sphere condition and where \(u(x_0) = 0\), then
\[
nu u(x_0) > 0,
\]
where \(u\) is an interior normal at \(x_0\).

1.2b On the balance between the data and the domain. Gradient estimates

In Theorem 1.9 it was shown that if, for instance, \(u \in L^\infty(G)\), (48) implies \(u(x_0) = 0\) for any \(x_0 \in N(g) \cup N(h)_{\text{int}}\) such that \(d(x_0, S(g) \cup S(h)_{\text{int}}) \geq L\), with \(L = \psi^{1/4} M\), \(\psi\) given in (33) and where \(M\) is any bound of \(\|u\|_{\text{int}}\) in the set \(N(g) \cup N(h)_{\text{int}}\). This conclusion is empty when the mentioned sets and \(L\) are such that such a point \(x_0\) does not exist. In this way, an adequate balance on the set \(N(g) \cup N(h)_{\text{int}}\) and the bound \(M\) is assumed for the existence of the free boundary \(\partial G\). This is the case if, for instance,
where \( p \) denotes the radius of the largest ball inscribed in the set \( N(g) \cup N(h) \), We also recall that a sharper result is obtained assuming the inequality

\[
u_0(a) \leq M
\]

where \( \nu_0 \) is any solution of the Cauchy Problem (31) if \( r > 0 \), then since \( f(s) = 1/s^{9/2} \), for some \( \lambda > 0 \), \( q > 0 \). The main goal of this section is to prove that such a kind of balance between the "size" of the domain and of the data, i.e. of the solution, is also necessary in some sense.

We have already seen, in Theorem 1.4, that in the particular case of \( N = 1 \) and \( g = 0 \), condition (6) (which coincides in this case with (7)) is necessary. This fact is in contrast with the case of \( N > 1 \) where several criteria of a different nature can be proved but, unfortunately, none of them are formulated exactly in terms of inequality (7).

In order to simplify the exposition we shall assume that

\[ g \equiv 0 \text{ on } \Omega, \text{ and } \lambda > 0 \text{ on } \partial \Omega. \]

Obviously we shall only consider the case in which (48) holds. Otherwise, we apply Theorem 1.20. A first, rough, result uses Proposition 1.7 concerning symmetric solutions.

**Proposition 1.22.** Let \( p > 1 \) and \( f \) as in Theorem 1.9. Let \( k > 0 \) and let \( R \) be the radius of the smaller ball containing \( \Omega \). Then if \( u \) is the solution of

\[
-\Delta_p u + f(u) = 0 \quad \text{in} \quad \Omega
\]

\[
u = k \quad \text{on} \quad \partial \Omega,
\]

and if

\[
R < \psi_1(k),
\]

the strict inequality \( u > 0 \) holds in \( \Omega \).
we shall follow Missinne [1], where only the regularity $W^{2,5} (\Omega)$, for every $1 < s < \infty$, is required on the solution $u$. We refer the reader to Subsection 1.4 for other related gradient estimates and their applications.

Theorem 1.24. Let $f$ be a continuous real function with $f(0) = 0$. Let $\Omega$ be a bounded regular $(\Omega \subset \mathbb{R}^n)$ open set of $\mathbb{R}^n$, $k > 0$ and $u \in W^{2,5} (\Omega)$, for every $1 < s < \infty$, satisfying

$$
- \Delta u + f(u) = 0 \quad \text{in} \quad \Omega \\
u = k \quad \text{on} \quad \partial \Omega
$$

(13)

Then, for every $x \in \Omega$,

$$
\frac{1}{2} |\nabla u(x)|^2 \leq \int_{m}^{\mu} f(t)dt - \alpha(u(x) - m)
$$

(14)

with $m = \min u$ and

$$
\alpha = \min_{x \in \Omega} \left( 0, N(1) \min_{x \in \partial \Omega} \frac{3u}{\nabla u} (x) \right),
$$

(15)

and where $H(x) = \text{mean curvature of} \partial \Omega$. (In particular $\alpha = 0$ if $N = 1$ or $H > 0$ e.g. $\partial \Omega$ is convex). Moreover, if $N = 1$, the equality in (14) holds

Proof. Let $J : \Omega \rightarrow \mathbb{R}$ be defined by

$$J(x) = \frac{1}{2} |\nabla u(x)|^2 - \int_{m}^{\mu} f(t)dt + \alpha(u(x))
$$

(16)

($\alpha$ will be given by (15) as we shall justify later). By differentiating $J$ (in the sense of distributions), we obtain

$$
\Delta J = \sum_{i,j} \frac{\partial^2 u}{\partial x_i \partial x_j} + (\alpha - \Delta u) \Delta u.
$$

(17)

In particular, $\Delta J \in L^5 (\Omega)$ for every $1 < s < \infty$, and so $J \in C^2 (\Omega)$. But

$$
\sum_{i,j} \left( \frac{\partial^2 u}{\partial x_i \partial x_j} - \frac{2}{\delta x_i} \frac{\partial u}{\partial x_i} \right)^2 \leq \frac{1}{2} \sum_{i,j} \frac{2}{\delta x_i} \frac{\partial u}{\partial x_i} \left( \frac{2}{\delta x_j} \frac{\partial u}{\partial x_j} \right)^2
$$

by the Cauchy-Schwarz inequality. Hence, by (17), for almost everywhere in $\{x : \nabla u(x) \neq 0\}$, we have

$$
\Delta J \geq \frac{1}{2 |\nabla u|^2} \sum_{i,j} \left( \frac{\partial^2 u}{\partial x_i \partial x_j} - \frac{2}{\delta x_i} \frac{\partial u}{\partial x_i} \right)^2 - 2 (\alpha - f(u)) \frac{1}{|\nabla u|^2} \sum_{i,j} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} + \alpha (\alpha - f(u))
$$

Thus, choosing $\alpha$ such that

$$
\alpha (\alpha - f(u)) > 0 \quad \text{in} \quad \Omega
$$

we have

$$
\Delta J + \frac{2}{|\nabla u|^2} \sum_{i,j} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} > 0 \quad \text{a.e. in} \quad \{ \nabla u \neq 0 \}
$$

where $w_{ij} = (\alpha - f(u))(\nabla u/\delta x_j)$ is bounded in $\Omega$, because by the Sobolev embeddings, $u \in C^1 (\Omega)$. Now we prove that, for suitable $\alpha$, the maximum of $J$ cannot be attained at $P$ on $\partial \Omega$. Suppose, on the contrary, that the maximum were attained at $P$ on $\partial \Omega$; then

$$
J(P) = \max_{\Omega} J = \max_{\partial \Omega} \left\{ \frac{1}{2} |\nabla u|^2 - \int_{m}^{\mu} f(t)dt + \alpha k \right\}
$$

Since $u = k$ on $\partial \Omega$ and $u \in k$ in $\Omega$, it follows that $\nabla u/\delta v > 0$ on $\partial \Omega$. From (13) we find that

$$
\int_{\partial \Omega} \nabla u/\delta v = \int_{\Omega} f(u) > 0, \quad \text{so that} \quad \nabla u/\delta v (P) > 0.
$$

But, by the regularity of $\partial \Omega$ and $u$, in a neighborhood of $\partial \Omega$ we have

$$
\frac{\partial u}{\delta v} = \frac{\partial u}{\delta v} + \alpha \left( \frac{\partial u}{\delta v} \right)^2 + \frac{\partial (\alpha - f(u))}{\delta v} \frac{\partial u}{\delta v} = \frac{\partial u}{\delta v} \left[ \alpha - (N-1)H \frac{\partial u}{\delta v} \right]
$$

because, everywhere on $\partial \Omega$, $0 = - \Delta u + f(u) = (\partial^2 u/\delta v^2) - (N-1)H \partial u/\delta v$. Thus, we will have $\Delta J = 0$ on $\partial \Omega$, $\nabla u > 0$ by choosing $\alpha$ such that

$$
\alpha < \left( N(1) \min_{x \in \partial \Omega} \frac{3u}{\nabla u} (x) \right).
$$

But, if $\Delta J = 0$ on $\partial \Omega$, then $J$ cannot attain its maximum at $P$. Therefore, the maximum of $J$ in $\Omega$ is attained at some point $P$ of $\partial \Omega$ where $\nabla J = 0$. Two cases are possible: a) If $\nabla u(P) = 0$, then

$$
J(P) = \int_{m}^{\mu} f(t)dt + \alpha u(P) = \max \left\{ \int_{m}^{\mu} f(t)dt + \alpha u(P) : \forall \mu \in \Gamma, \mu u(P) > 0 \right\}
$$

Choosing $\alpha > 0$ we have $J(P) > m$ and the maximum of $J$ is attained at every point $P \in \partial \Omega$ for which $u(P) = m$. b) If $\nabla u(P) \neq 0$, we consider the set $\Omega_e = \{ x \in \Omega : |\nabla u(x)| > \varepsilon \}$ for $0 < \varepsilon < |\nabla u(P)|$. $\Omega_e$ is an open subset of $\Omega$ and contains $P$. In $\Omega_e$ the coefficients of the operator $\alpha > (2/|\nabla u|^2) \sum_{i,j} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j}$ are bounded, and we have
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Thus, by the maximum principle (see e.g. Gilbarg-Trudinger [1]) \( J \equiv J(P) \)

in \( \Omega_0 \). Therefore

\[ \forall x \in \Omega, \quad \forall v(x) \neq 0 \implies J(x) = J(P). \]

By continuity, \( J = J(P) \) in \( S = \{ x \in \Omega : \forall v(x) \neq 0 \} \). Let \( P' \in \Omega \) where \( u(P') = m \). If \( P' \in S \), then \( J(P') = J(P) \). If \( P' \notin S \), there exists a largest ball \( B \) centered at \( P' \) in which \( u = 0 \). This ball cannot reach \( \Omega_0 \) since \( u = K > m \) on \( \Omega_0 \) (otherwise \( u \equiv m \) constant in \( \Omega_0 \)). Thus \( \overline{B} \cap \Omega = \emptyset \) is a connected set, in which \( u(x) = m, \forall v(x) = 0, J(x) = J(P') \).

As \( B \) intersects \( S \), we get again \( J(P') = J(P) \).

So, in both cases, the maximum of \( J \) on \( \overline{B} \) is attained at every point of \( \Omega \) where \( u(P) = m \). That is, (14) is valid if \( \alpha \) is suitably chosen, e.g., satisfying (15). Finally, if \( N = 1 \) we have \( \alpha = 0 \) and then

\[ \frac{\partial J}{\partial x} = \sqrt{u} \frac{\partial u}{\partial x} + f(u) = 0. \]

Thus \( J \) is constant in \( \Omega_0 \) and \( J \equiv m \in \overline{\Omega} \).

Now we return to the consideration of the general problem (8), (9).

**Proof of Theorem 1.23** Let \( x_1, x_2 \in \Omega_0 \) and let \( r \) be the arc length on the straight segment joining \( x_m \) and \( x_1 \). There is always a point \( x_2 \) on this segment such that \( u(x_2) = m \) and \( u(x_2) > m \) for all points between \( x_2 \) and \( x_1 \). Then, by the estimate (14)

\[ \frac{du}{dr} \leq |\sqrt{u}| \frac{\epsilon}{(p-1)^{1/p}} (u(x) f(t) dt)^{1/p}, \quad \forall u = \{ \frac{\partial u}{\partial x}\}_m, \frac{\partial u}{\partial x} \in \Omega_0. \]

and, after separating variables and integrating from \( x_2 \) to \( x_1 \), we obtain

\[ d(x_m, x_1) \geq (P_m)^{1/p} f_m \int \frac{ds}{(P_m)^{1/p} f_m (r^2 f(t) dt)^{1/p}}. \]

Since \( x_1 \) is an arbitrary point of \( \Omega_0 \) we obtain the first part of the theorem. The second part follows by considering the case where \( m = 0 \) and observing that \( \rho \geq d(x_m, \Omega_0) \).

**Remark 1.14.** If \( \Omega \) is a ball the necessary conditions (10) and (11) are the same. For general domains condition (11) gives a sharper result. Take, for instance, the case where \( \Omega \in \mathbb{R}^2 \) is an equilateral triangle of height \( H \). If we do not worry about the regularity conditions on \( \partial \Omega_0 \), Theorem 1.23 guarantees that the null set is empty if \( H/3 < \psi_1(k) \), where Proposition 1.22 guarantees this only for \( H/2 < \psi_1(k) \). As remarked in Bandle-Sperl-Stakgold [1], the estimate (11) can be somewhat extended, if \( \Omega \) is strictly convex, by using the methods described in Sperl [1] Section 6.1.

Other different necessary condition will be obtained in the next subsection (see Theorem 1.28).

**1.3. SOME APPLICATIONS OF THE SYMMETRIC REARRANGEMENT OF A FUNCTION.**

In preceding sections we have obtained sufficient and necessary conditions for the existence of the null set of the solutions of nonlinear elliptic boundary value problems by using as auxiliary functions some suitable radially symmetric solutions of the same equation but only defined on some interior balls \( B \) of the original set \( \Omega \). In this section we shall also obtain some information on the null set \( N(u) \) of the solution \( u \), by using a radially symmetric solution on a ball \( B \) of the same equation (or a simplified version of it), but now the relation between \( B \) and \( \Omega \) will be that both sets have the same measure. The relation between both solutions \( u \) and \( v \) will be given through an already classical but always useful tool: the symmetric rearrangement of a function (also called the Schwarz symmetrization).

The main purpose in defining the symmetric rearrangement of a function \( u \) in \( \mathbb{R}^N \), is to replace \( u \) by another function \( u^* \) whose level sets \( \{ x \in \Omega : u(x) > t \} \) are balls which have the same measure as the level sets \( \{ x \in \Omega : u(x) > t \} \) of \( u \). First of all we shall recall the definitions as well as some well-known results in the literature.

**Definition 1.1.** Let \( u \) be a real-valued measurable function defined in a measurable subset \( \Omega \) of \( \mathbb{R}^N \). We shall call \( u(t) \) the distribution function of \( u \) on \( \Omega \) where

\[ u(t) = \text{meas} \{ x \in \Omega : u(x) > t \}. \]

The decreasing rearrangement of \( u \) will be denoted by \( u \) and is defined as the function \( \tilde{u}: [0, +\infty) \rightarrow [0, +\infty] \) given by
\[ u(s) = \inf \{ t > 0 : \mu(t) \leq s \}. \]

Finally, we shall call \( u^* \) the (spherically) symmetric rearrangement of \( u \), which is defined on the ball \( \Omega^* \) (centered at \( 0 \) and with the same measure than \( \Omega \)) by

\[ u^*(x) = \tilde{u}(u_N|x|^N), \]

where \( u_N \) is the volume of the unit ball in \( \mathbb{R}^N \).

Some of the first properties on \( \mu, \tilde{\mu} \) and \( u^* \) can be derived directly from Definition 1.1. So, \( \tilde{\mu}(t) \) is a right-continuous function of \( t \), decreasing from \( \mu(0) = \text{meas. of support of } u \) to \( \mu(\infty) = 0 \) and jumping at every value \( t \) which is reached by \( u \) on a set of positive measure:

\[ \tilde{\mu}(t^+) - \tilde{\mu}(t) = \text{meas.} \{ x \in \Omega : |u(x)| = t \}. \]

When \( u \) decreases strictly, \( \tilde{\mu} \) is the decreasing function which extends to the whole half-line \([0, \infty)\) the inverse function of \( \mu \). In any case, \( \tilde{\mu} \) can also be defined as the smallest decreasing function from \([0, \infty)\) into \([0, \infty)\) such that \( \tilde{\mu} \mu(t) \geq t \) for every \( t \geq 0 \). Hence, \( \tilde{\mu}(s) \) is the endpoint of the interval \( \tilde{\mu}^{-1}(s) = \{ t \geq 0 : \mu(t) = s \} \) if \( s \) lies in the range of \( \mu \), \( \tilde{\mu}(s) = 0 \) if \( s > \mu(0) \) and \( \tilde{\mu}(s) = \mu(t) \) if \( \mu(t) < s < \mu(t^+) \). It is also clear that the functions \( u, \tilde{\mu} \) and \( u^* \) have the same distribution function. In general \( \tilde{\mu} \) and \( u^* \) are only right continuous, but \( \tilde{\mu} \) and \( u^* \) are continuous if \( u \) is a continuous function. (See Figures 4 and 5)

**Figure 4.**

We summarize below some other properties of the spherically symmetric rearrangement of \( u \).

**Theorem 1.25.** Let \( u: \Omega \rightarrow \mathbb{R} \) be an integrable function. Then

1. For every Borel-measurable real function \( F \) one has

\[ \int_{\Omega} F(|u|) \, dx = \int_{\Omega^*} F(u^*) \, dx. \]

In particular, if \( u \in L^1(\Omega) \) then \( u^* \in L^1(\Omega^*) \) for \( 1 < \infty \).

2. For every \( u \in L^p(\Omega) \) and \( v \in L^{p^*}(\Omega) \), \( 1/p + 1/p^* = 1 \),

\[ \int_{\Omega} uv \, dx \leq \int_{\Omega^*} u^*v^* \, dx. \]

3. For every \( u, v, w \in L^1(\mathbb{R}^N) \) and nonnegatives we have

\[ \int_{\mathbb{R}^N} u(x)v(x-y)w(y) \, dx \, dy \leq \int_{\mathbb{R}^N \times \mathbb{R}^N} u^*(x)v^*(x-y)w^*(y) \, dx \, dy. \]

4. If \( J: [0, \infty] \rightarrow [0, \infty] \) is a convex lower semicontinuous function such that \( J(0) = 0 \), then for every \( u, v \in L^1(\Omega) \) satisfying \( \int_{\Omega^*} J(u) \, dx \leq \int_{\Omega^*} J(v) \, dx < \infty \) we have

\[ \int_{\Omega^*} J(u^* - v^*) \, dx \leq \int_{\Omega^*} J(u - v) \, dx. \]
v) \( \text{If } u \in W_0^1_p(\Omega) \text{ then } u^* \in W_0^1_p(\Omega^*) \) and
\[
\int_{\Omega^*} |u^*|^p \, dx = \int_{\Omega} |u|^p \, dx.
\]

By obvious problems of length, the proof of the above theorem goes beyond the scope of this book. For a detailed proof we refer to the monographs Pólya-Szego [1], Bandier [1]Mossino [2] and Kawohl [7] (see more precise references in Section 1.5).

The results summarized in the above theorem have many different consequences and applications as we shall show in following subsections. As some direct consequences, we remark that ii) implies that
\[
\int_{\Omega^*} |u^*|^p \, dx \leq \int_{\Omega} |u|^p \, dx
\]
for every measurable \( \Omega \subseteq \Omega^* \), and that inequality iv) shows that the rearrangement operation is a contraction from \( L^p(\Omega) \) to \( L^p(\Omega^*) \) for every \( 1 \leq p \leq \infty \). Finally by v) it is easy to see that if \( u \in W_0^1_p(\Omega) \)
then \( u^* \in W_0^1_p(\Omega^*, \Omega) \), for every \( \delta > 0 \). Hence \( \tilde{u} \in C^0([\delta, |\Omega|]) \) if \( u \in W_0^1_p(\Omega) \) the rearrangement concentrates at the origin \( s = 0 \) the discontinuities of \( \tilde{u} \) (and analogously for \( u^* \)). We also remark that an analogous version of Theorem 1.26 holds for the increasing rearrangement of \( u \) defined by \( \tilde{u}(s) = u^*(|\Omega| - s) \).

The main goal of this section is to give some applications of the symmetric rearrangement to the study of nonlinear elliptic equations. This will allow us to study the way in which the geometry of \( \Omega \) influences the size and geometry of the free boundary \( \partial(F) \). In particular, as one of the different applications of a general inequality (Theorem 1.26), in Subsection 1.3a, we shall obtain an isoperimetric inequality for the null set \( N(u) \) of the solution \( u \) of the problem
\[
\begin{align*}
\Delta_p u + f(u) &= 0 \quad \text{in } \Omega, \\
u &= k \quad \text{on } \partial \Omega.
\end{align*}
\]

In terms of the chemical engineering model, this isoperimetric inequality means that the domain \( \Omega \) where the region of absence of reaction \( N(u) \) is the greatest, corresponds to the case in which \( \Omega \) is a ball. In Subsection 1.3b, the symmetry of the solutions and of the null set \( N(u) \) are considered. Finally, in Subsection 1.3c, the Theorem 1.26 is applied to study the existence of the free boundary for a class of elliptic equations with a general nonlinear diffusion term.

1.3a. A general result. An isoperimetric inequality for the null set.

The main result of this subsection is related to the obtaining of some a priori bounds for solutions of the general elliptic problem
\[
\begin{align*}
- \text{div } A(x,u,u_v) + f(u) &= g_1 \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
where \( A(x,u,\xi) \) is a Carathéodory function satisfying
\[
A(x,u,\xi) \cdot \xi \geq |\xi|^p \quad \text{for } (x,u,\xi) \in \Omega \times \mathbb{R} \times \mathbb{R}^N, \text{ for some } p > 1,
\]
and \( f \) is such that
\[
f \text{ is a continuous nondecreasing function, } f(0) = 0.
\]

By using techniques of symmetrization, we shall obtain a suitable comparison between any solution \( u \) of (3), (4) and the solution \( v \) of the simplified problem
\[
\begin{align*}
- \Delta_p v + f(v) &= g_1 \quad \text{in } \Omega^*, \\
v &= 0 \quad \text{on } \partial \Omega^*.
\end{align*}
\]
where \( \Omega^* \) is a ball of measure \( \Omega^* \) and \( g_1 \) is a radial function satisfying an adequate relation with \( g_1 \).

Due to the symmetry of the problem (7), (8) it is not difficult to check that the solution \( v \) of (7), (8) must be necessarily a radial function (see for instance, Subsection 1.3b). This will allow us to compare any solution \( u \) of (3), (4) with \( v \) by means of the following relation

Definition 1.2. Let \( \Omega \) be an open set of \( \mathbb{R}^N \) and \( \psi \in L^1(\mathbb{R}) \). We say that the concentration of \( \psi \) is less than or equal to that of \( \psi \) \( \psi(t) \) in
\[
\int_0^t \psi(s) \, ds \leq \int_0^t \omega(s) \, ds, \quad \text{for every } t \in [0, \text{ meas } \Omega],
\]
or, equivalently, if
\[
\int_0^t \psi(s) \, ds \leq \int_0^t \omega(s) \, ds, \quad \text{for every } t \in [0, \text{ meas } \Omega],
\]
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the isoperimetric inequality, already well-known by the Greeks, states that if $D$ is a bounded domain of $\mathbb{R}^N$ with volume $A$ and if the surface area of $\partial D$ is given by $L$, then we have the relation

$$L \geq N_{\mathbb{R}^N}^{1/N} A^{(N-1)/N};$$

(17)

moreover, the equality sign holds if and only if $D$ is a ball. In other words, among all domains of given volume the ball has the smallest surface area. Such a principle has many different applications to problems of Mathematical Physics (see e.g. the books by Polyá-Szego [1], Bendle [1] and Mossino [2]). With respect to the free boundary $F(u)$ it seems natural that if $v$ verifies (1), (2) on a ball $\Omega^*$, the influence of the boundary perturbation (2) has a minor effect on the behaviour of $v$ on $\Omega^*$. Thus, the measure of the support of $v$ will be less than or equal to the support of any solution $u$ of (1), (2) on a set $\Omega$ of the same measure as $\Omega^*$. This is the conclusion of the following result:

**Theorem 1.28.** Let $A$ and $f$ satisfy (5) and (6) respectively. For $k > 0$, let $u$ be any nonnegative solution of the problem

$$-\Delta_p A(x,u,v,u) + f(u) = 0 \quad \text{in} \quad \Omega$$

$$u = k \quad \text{on} \quad \partial \Omega$$

(18)

(19)

Finally, let $\Omega^*$ be a ball of the same measure as $\Omega$, and let $v$ be the solution of

$$-\Delta_p v + f(v) = 0 \quad \text{in} \quad \Omega^*$$

$$v = k \quad \text{on} \quad \partial \Omega^*$$

(20)

(21)

Then, if $v > 0$ on $\Omega^*$, the null set $N(u)$ is empty. If, moreover, $f^{-1}(0) = 0$ then

$$\text{meas} N(u) \leq \text{meas} N(v).$$

(22)

**Proof.** The functions $U(x) = k - u(x)$, $V(x) = k - v(x)$ belong to $W^{1,p}_0 \setminus W^{1,p}_0(\Omega^*)$ and satisfy

$$-\Delta A(x,u,v,u) + f(u) = f(k) \quad \text{in} \quad \Omega$$

$$U = 0 \quad \text{on} \quad \partial \Omega$$

(23)
and
\[
- \text{div}(\|V\|^{p-2} V) + \tilde{F}(V) = f(k) \quad \text{in} \quad \Omega^* \quad (24)
\]
\[
V = 0 \quad \text{on} \quad \partial \Omega
\]
respectively, where \( \tilde{A}(x,r,\epsilon) = - A(x,k-r,\epsilon) \) and \( \tilde{F}(r) = f(k) - f(k-r) \).
It is clear that \( \tilde{A} \) and \( \tilde{F} \) satisfy (5) and (6), respectively. Then, applying Theorem 1.27 to \( U \) and \( V \) (for the choice \( g_1 = g_2 = f(k) \)) we get that
\[
\int_{\Omega} \phi(\tilde{F}(U(x))) dx \leq \int_{\Omega^*} \phi(\tilde{F}(V(x))) dx.
\]
(25)

We also remark that by the comparison principle we have \( 0 \leq U \leq K \) a.e. \( \Omega^* \). Now, let us assume that \( \nu > 0 \) on \( \Omega^* \). Then, \( 0 \leq V < k \) a.e. \( \Omega^* \) and, by Theorem 1.27,
\[
\text{ess sup}_{x \in \Omega^*} U(x) < k.
\]
So \( \{ x \in \Omega^* : U(x) < k \} \) is empty. Finally, given \( \epsilon > 0 \), let \( \phi_{\epsilon}(t) \) be a convex real function satisfying
\[
\phi_{\epsilon}(t) = 0 \quad \text{if} \quad 0 \leq t < \tilde{F}(k) - \epsilon, \quad \text{and} \quad \phi_{\epsilon}(t) = 1.
\]
Then, by (25),
\[
\int_{\Omega^*} \phi_{\epsilon}(\tilde{F}(U(x))) dx \leq \int_{\Omega^*} \phi_{\epsilon}(\tilde{F}(V(x))) dx \leq \int_{\Omega^*} \phi_{\epsilon}(\tilde{F}(V(x))) dx
\]
\[
\text{ess sup}_{x \in \Omega^*} V(x) \leq k.
\]
Therefore,
\[
\text{meas}(U = k) \leq \int_{\Omega^*} \phi_{\epsilon}(\tilde{F}(U(x))) dx \leq \int_{\Omega^*} \phi_{\epsilon}(\tilde{F}(V(x))) dx \leq \int_{\Omega^*} \phi_{\epsilon}(\tilde{F}(V(x))) dx
\]
\[
\text{meas}(U = k) \leq \text{meas}(x : \tilde{F}(V(x)) \leq \tilde{F}(k)) = \text{meas}(x \in \Omega^* : V(x) = k).
\]

which proves the second assertion.

Remark 1.15. Using the negative criterion for radial solutions given in Proposition 1.7 (note that, in this case, it coincides with the particularizations of Proposition 1.22 and Theorem 1.23), we obtain that if \( \mu \) is a solution of (18), (19) then \( N(\mu) \) is empty if
\[
\rho < \psi_1(k),
\]
where \( \rho \) is the radius of the ball of measure \( [0] \) and \( \psi_1 \) is defined by (33) of Section 1.1. We also remark that the integral condition (40) of Theorem 1.9 implies automatically that \( f^{-1}(0) = 0 \).

Now we return to the proofs of Theorems 1.26 and 1.27. There are several different proofs of Theorem 1.26, all of them illustrative of the kind of tools involved in the theory of the symmetric rearrangement of a function. The first of them is quite clear, but the information we have about the regularity of \( u \), solution of (3), (4), does not allow us to justify completely all the calculations.

First (heuristic) proof of Theorem 1.26. For the sake of simplicity we shall only consider the case \( p = 2 \) and \( g_2 = g_1^* \). Let us integrate both sides of equation (3) over the level set \( \{ x \in \Omega : u(x) > t \} \). It is clear that if we assume that any solution \( u \) is smooth enough, the boundary of the above set is \( \{ x \in \Omega : u(x) = t \} \) for a.e. \( t \), and the inner normal to this boundary at a point \( x \) is exactly \( \nu(x)/|\nu(x)| \). In fact, since we suppose \( u = 0 \) on \( \partial \Omega \), we have that
\[
d(\partial \Omega, \{ u = t \}) \geq t/L,
\]
where \( L \) is a Lipschitz constant for \( u \). Now, we assume that the set of all the levels \( t \) for which \( \{ u = t \} \) contains critical points of \( u \), has 1-dimensional measure zero (which holds if \( u \) is very smooth, e.g. \( u \in C^1(\Omega) \); see Talenti [11],[12]). By the Gauss theorem
\[
\int_{\{ u = t \}} \text{div} A(x,u,\nu(x))dx = \int_{\{ u = t \}} A(x,u,\nu(x)) \frac{\nu(x)}{|\nu(x)|} H_{N-1}(dx)
\]
(26)
where \( t \) is assumed such that the level set \( \{ u > t \} \) does not contain any critical point of \( u \) and \( H_{N-1} \) represents the \( (N-1) \)-dimensional measure. Hence, from equation (3) and the ellipticity condition (5) (for \( p = 2 \)) we get
\[
\int_{\{ u = t \}} |\nu(x)| H_{N-1}(dx) \leq \int_{\{ u = t \}} (g_1(x) - f(u)) dx.
\]
(27)

Consider now the distribution function \( \mu(t) \) of \( u \). It is an easy matter to find that if \( u \) is smooth and \( t \) is such that no critical point of \( u \)
is in \( \{ u > t \} \) (i.e., for a.e. \( t > 0 \)) we have

\[
- \mu(t) = \int_{\{u = t\}} \frac{1}{|\nabla u|} H_{N-1}(dx)
\]  

(28)

(see e.g. Bandle [1, p.52]. Applying the Schwartz inequality to (28) we obtain

\[
H_{N-1}(x \in \Omega; u(x) = t) \leq \frac{N}{N-1} \int_{\{u = t\}} |\nabla u| H_{N-1}(dx)^{1/2}.
\]  

(29)

Now, by the classical isoperimetric inequality \(17\)

\[
H_{N-1}(x \in \Omega; u(x) = t) \geq \frac{1}{\mu(t)^{1-1/N}}
\]  

(30)

(recall that \( H_{N-1}(u=t) \) is the "surface area" of \( \Omega(u > t) \) and that the value of \( u > t \) is exactly \( \mu(t) \)). Thus from (29) and (30)

\[
\int_{\{u = t\}} |\nabla u| H_{N-1}(dx) \geq N^{2/N} \mu(t)^{2-2/N} \int_{\{u = t\}} -\mu(t)
\]  

(31)

for almost every \( t > 0 \). The inequality (31) gives an estimate from below of the left-hand side of (27). The right-hand side can also be estimated in terms of \( \mu \) and not only of \( u \), by means of the property \( ii) \) of Theorem 1.25 which gives

\[
\int_{\{u = t\}} g_1(x)dx - \int_{\{u = t\}} f(u(x))dx \leq \int_{\{u = t\}} \tilde{g}(s)ds - \int_{\{u = t\}} f(\tilde{u}(s))ds.
\]  

(32)

From (27),(31) and (32) we get

\[
1 \leq \frac{1}{N^{2/N} \mu(t)^{2-2/N}} \int_{\{u = t\}} g_1(s)ds - \int_{\{u = t\}} f(\tilde{u}(s))ds
\]  

(33)

for almost every \( t > 0 \). Hence, by integrating with respect to \( t \), we have

\[
\tilde{u}(s_2) - \tilde{u}(s_1) \leq \frac{1}{N^{2/N} \mu(t)^{2-2/N}} \int_{s_1}^{s_2} g_1(r)dr - \int_{s_1}^{s_2} f(\tilde{u}(r))dr
\]  

for every \( s_1, s_2 \in [0,|\Omega|] \) with \( s_1 > s_2 \). Here \( |\Omega| = \text{meas } \Omega \). Finally, by the monotonicity of \( \tilde{u} \) we derive

\[
-\frac{d}{ds}(s) \leq \frac{1}{N^{2/N} \mu(t)^{2-2/N}} \int_0^s g_1(\omega)d\omega - \int_0^s f(\tilde{u}((r)))dr.
\]  

(34)

With respect to the solution \( \tilde{v} \) of (7),(8) it is easy to check that \( \tilde{v} \) can be obtained as \( \tilde{v}(x) = \tilde{v}(x|x|') \), where now \( \tilde{v} \) is taken as the solution of the ordinary differential equation

\[
-\frac{dv}{ds}(s) = \frac{1}{N^{2/N} \mu(t)^{2-2/N}} \int_0^s g_1(\omega)d\omega - \int_0^s f(\tilde{v}(\omega))d\omega
\]  

(35)

\[
\tilde{v}(0) = 0.
\]

Now, let us consider the set

\[
J = \{ t \in [0,|\Omega|] : \int_0^s f(\tilde{u}(s))ds > \int_0^s f(\tilde{v}(s))ds \}.
\]

From (34) and (35) we obtain that \( u \) and \( \tilde{v} \) are absolutely continuous,

\[
-\frac{d}{ds}(\tilde{u}(s) - \tilde{v}(s)) < 0 \quad \text{a.e. on } J.
\]  

(36)

Hence, if \( a = \inf \{ t : t \in J \} \), it is clear that \( a > 0 \) and

\[
\int_0^a f(\tilde{u}(s))ds = \int_0^a f(\tilde{v}(s))ds
\]

It is also clear that \( f(\tilde{u}(s)) - f(\tilde{v}(s)) \) is a positive strictly increasing real function on \( J \). Then \( \{ a, |\Omega| \} \subseteq J \). But again this implies that \( 0 = \tilde{u}(|\Omega|) > \tilde{v}(|\Omega|) \) which is a contradiction. Finally, if \( f \equiv 0 \) the conclusion \( u^* = v \) follows by integrating in (34) and (35) from \( s \) to \( |\Omega| \) and remarking that \( \tilde{u}(|\Omega|) = \tilde{v}(|\Omega|) \).

In order to give a complete proof of Theorem 1.26 we first give the precise notion of the solution of \( 3,4 \) we shall use:

**Definition 1.3.** Assuming \( 5,6 \) and \( 11 \), we say that \( u \) is a (weak) solution of \( 3,4 \) if

\[
u \in W_1^0(\Omega), \quad A(x,u,\nabla u) \in L^p(\Omega), \quad f(u) \in L^1(\Omega)
\]

(37)

\[
\int \nabla(A(x,u,\nabla u)) \cdot \nabla \psi dx + \int f(u)\psi dx = \int \nabla g \cdot \nabla \psi dx
\]

(38)

for every \( \psi \in W_1^0(\Omega) \cap L^\infty(\Omega) \).

**Remark 1.16.** An existence result for such a class of solutions is given. For instance, in Brezis-Browder [2] (see also Theorem 4.3).
We shall need the following lemmas:

**Lemma 1.29.** Let \( u \in W^1_0(\Omega) \) be a nonnegative solution of (31),(14) in the above sense. Then the function
\[
0(t) = \int_{\{u(x) > t\}} A(x,u,\nabla u) \cdot \nabla u \, dx
\]
(39)
is a decreasing Lipschitz continuous function of \( t \) in \([0,\infty)\), and the inequality
\[
0 \leq -\frac{d}{dt} \int A(x,u,\nabla u) \cdot \nabla u \, dx \leq \int_0^t \int_{\{u(x) > t\}} f(\tilde{u}(s)) \, ds \, dt
\]
(40)
holds for a.e. \( t > 0 \). Here \( u(t) \) is the distribution function of \( u \) and \( \tilde{u} \) are the decreasing rearrangements of \( u \) and \( \tilde{u} \), respectively.

**Proof.** Given \( t, h > 0 \) we introduce the function \( T_{t,h} : R^+ \rightarrow R^+ \) by
\[
T_{t,h}(s) = 0 \text{ if } 0 \leq s \leq t, \quad T_{t,h}(s) = s - t \text{ if } t < s \leq t + h, \quad T_{t,h}(s) = s \text{ if } s > t + h. \tag{41}
\]

Let \( u \in W^1_0(\Omega) \) be a non-negative solution of (31),(4). Then
\[
T_{t,h}(u) \in W^1_0(\Omega) \cap L^\infty(\Omega) \text{ and substituting in (38) we get}
\]
\[
-\frac{\partial}{\partial t} + \phi(t) = \int A(x,u,\nabla u) \cdot \nabla u \, dx \quad \text{in } (0,T) \times \Omega
\]
\[
0 \leq -\frac{\partial}{\partial t} + \phi(t) \leq \int g_i - f(\tilde{u}(s)) \, ds \quad \text{in } (0,T) \times \Omega
\]
Hence
\[
0 \leq \frac{1}{h} (\phi(t+h) - \phi(t)) \leq \int (g_i - f(\tilde{u}(s))) \, ds \leq L
\]
for some positive constant \( L \) independent of \( t \) and \( h \). Then, we obtain that
\[
-\frac{\partial}{\partial t} \leq \int (g_i - f(\tilde{u}(s))) \, ds \leq L
\]
for a.e. \( t > 0 \). On the other hand
\[
\int g_i(x) \, dx = \int g_i(x) \, dx_{\{u(x) > t\}} \int g_i(x) \, dx_{\{u(x) > t\}} = \int_0^t \int g_i(s) \, ds
\]
where \( \mathbb{1} \) is the characteristic function of a set. Moreover
\[
\int f(\tilde{u}(s)) \, ds = \int_0^t f(\tilde{u}(s)) \, ds
\]
which ends the proof.

**Lemma 1.30.** Let \( z \in W^1_0(\Omega) \), \( z > 0 \). Then the measure \( \mu(t) = \text{meas}(x \in \Omega : z(x) > t) \)

\[
\frac{1}{N} \int_{\Omega} \left| z \right|^p \, dx < \left( -\frac{d}{dt} \int_{\{z(x) > t\}} \frac{\partial}{\partial t} \right)^{1/p} \left( \int_{\{z(x) > t\}} \frac{\partial}{\partial t} \right)^{1/p}
\]
(42)
for a.e. \( t > 0 \), where \( N \) is the volume of the unit ball of \( \mathbb{R}^N \).

**Remark 1.17.** In the above statements the functions \( u(t) \) and \( \phi(t) \) are monotone and continuous on the right. In particular, they are functions of bounded variation and, in consequence, the derivatives \( u'(t) \) and \( \phi'(t) \) are well defined for a.e. \( t > 0 \) (see, e.g., Riesz-Nagy [1]).

Now we shall give two different proofs of Lemma 1.30.

**First proof [Talenti [2]].** From Jensen's inequality for the convex function \( \theta(s) = 1/s \), we obtain
\[
\int_{\{z(x) > t\}} \frac{\partial}{\partial t} \leq \int_{\{z(x) > t\}} \frac{\partial}{\partial t}
\]
(43)
Hence, we obtain the inequality
\[
\frac{d}{dt} \int_{\{z(x) > t\}} \frac{\partial}{\partial t} \leq \frac{d}{dt} \int_{\{z(x) > t\}} \frac{\partial}{\partial t}
\]
for almost every \( t \). On the other hand, we shall prove the formula
\[
-\frac{d}{dt} \int_{\{z(x) > t\}} \frac{\partial}{\partial t} \leq \frac{1}{N} \int_{\Omega} \left| z \right|^p \, dx
\]
(44)
for a.e. \( t > 0 \). So the conclusion (42) is a consequence of (43), (44) and the monotonicity of \( \theta \). To prove (44) we shall use the Fleming-Rishel formula and the isoperimetric theorem. The Fleming-Rishel formula reads
\[
\text{Total variation of } \phi = \int_{\Omega} \mathbb{1}_{\{x \in \Omega : \phi(x) > t\}} \, dx
\]
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provided that \( \phi \) is integrable over \( \mathbb{R}^n \) and the left side is finite; here
\[
\text{tot.var. } \phi = \sup \{ \int \text{div} \mathbf{w} \, dx : \mathbf{w} \in \mathcal{C}^1_c(\mathbb{R}^n) \}, \text{ max } |\mathbf{w}| < 1 \}
\]
and \( P \) stands for perimeter in the sense of De Giorgi, namely \( P(E) \) is the total variation of the characteristic function of \( E \). It is easy to see that the perimeter of a smooth open subset of \( \mathbb{R}^n \) agrees with the \((N-1)\)-dimensional measure of the boundary. By applying these formulas to the function
\[
\phi_t(x) = \begin{cases} 
z(x) - t & \text{if } x \text{ is such that } z(x) > t \\
0 & \text{if } x \notin \Omega \text{ or if } z(x) < t
\end{cases}
\]
for any fixed \( t > 0 \), (note that \( \phi_t \in W^1_P(\Omega) \)), we obtain
\[
\int_{\{z(x) > t\}} |z_t(x)| \, dx \leq \int_{\{z(x) > t\}} \text{div} \mathbf{w} \, dx \quad \text{for } t > 0.
\]
By taking derivatives and using the De Giorgi isoperimetric theorem (see also Moszino [2]),
\[
P(z(x) > t) \leq N \omega_n^{1/N} \mu(t)^{1-1/N},
\]
we obtain the wanted inequality (44). \( \square \)

**Second Proof.** This follows, with slight changes, an idea of P.L. Lions [1].

First, we shall prove the inequality
\[
- \frac{d}{dt} \int |z|^p \, dx \leq - \frac{d}{dt} \int |z|^p \, dx \quad \text{for } t > 0
\]
which holds for any \( z \in W^1_P(\Omega) \) and for a.e. \( t > 0 \). By property \( v \) of Theorem 1.25, \( z^* \in W^1_P(\Omega^*) \). Then, by Holder's inequality.
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx \quad \text{for } t > 0
\]
\[
= \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
where \( T_{t, h} \) is defined by (41). For any \( t \) and \( h > 0 \). Note that
\[
T_{t, h}(z^*) \in W^1_P(\Omega^*) \quad \text{because } T_{t, h} \text{ is a piecewise } C^1 \text{ real function with}
\]

\[
\int \{ \text{div} \mathbf{w} \} \, dx \leq \int |z|^p \, dx \quad \text{for } t > 0
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
\[
\text{for any } z \in W^1_P(\Omega)
\]
\[
\text{and then the chain rule is justified (see Gilbarg-Trudinger [1])). Moreover, } T_{t, h} \text{ is nonnegative and non-decreasing, which implies that } T_{t, h}(z^*) = T_{t, h}(z)^p. \text{ So, using inequality } v \text{ of Theorem 1.25}
\]
\[
\int |z|^p \, dx \leq \mu(t) + \mu(\pi t + h) \int |z|^p \, dx
\]
Then we need to prove that \( x > 0 \) on the intervals of jumps of \( u \), i.e., on \( s \in (\mu(t), \bar{u}(t)) \) for \( t \in [0, \text{ess sup } \mu) \). If \( s \in (\mu(0), \bar{u}(0)) = (\text{supp } u, [0]) \) then \( \bar{u}(s) = 0 \) and, in consequence, \( x(s) = x(\mu(0)) + \int_{\mu(0)}^{s} \bar{g}_{1}(t) dt \geq 0 \).

Finally, let \( s \in (\mu(t), \bar{u}(t)) = (s', s'') \) with \( t > 0 \). Then, the function \( \frac{d}{ds} \chi(s) = \bar{g}_{1}(s) - f(\bar{u}(s)) \) is non-increasing on \( (s', s'') \) because \( \bar{g}_{1} \) is nonincreasing and \( \bar{u}(s) \) is constant on this interval. Therefore \( \chi(s) \) is concave on \( (s', s'') \), \( \chi(s') > 0 \) and \( \chi(s'') > 0 \) which implies that \( \chi(s) > 0 \) on \( (s', s'') \).

In this way (53) is completely proved.

To prove (49), let \( 0 < s_{1} < s_{2} < [0] \) such that \( \bar{u}(s_{2}) < \bar{u}(s_{1}) \). We have that \( \bar{u}(s_{2}) > \bar{u}(s_{1}) \) and for any \( e > 0 \)

\[
\text{meas}(\bar{u}(0, [0]) : \bar{u}(e) > \bar{u}(s_{2})) \subset s_{2} \text{ and for any } e > 0 \text{ meas}(\bar{u}(0, [0]) : \bar{u}(e) > \bar{u}(s_{1})) \subset s_{1}.
\]

Then, making \( t_{2} = \bar{u}(s_{2}) \) and \( t_{1} = \bar{u}(s_{1}) - \varepsilon \), and estimating the second member of (53) we deduce

\[
\bar{u}(s_{1}) - e - \bar{u}(s_{2}) \leq \frac{1}{N \omega_{N}} \int_{N \omega_{N}}^{s_{2}} N \omega_{N} \的情况 \text{ on } (0, [0]).
\]

Since \( \varepsilon \) is arbitrary, we deduce (49) by taking \( s_{2} = s_{1} + \varepsilon \), multiplying by \( 1/\varepsilon \) and letting \( \varepsilon \to 0 \). Note that the absolute continuity of \( \bar{u} \) on \( (0, [0]) \) (and then the existence of \( d\bar{u}/ds \) a.e.) can be obtained from the fact that the integrand in (55) belongs to \( L^{1}_{w_{0}}(0, [0]) \). (This is also a consequence of \( u \in L^{1}_{w_{0}}(0, [0]) \).

**Lemma 1.32.** Let \( g_{2} \in L^{1}_{w_{0}}(0, [0]) \) be a radial function such that \( g_{2}^{+} = g_{2} \). Let \( v \in L^{1}_{w_{0}}(0, [0]) \) be the solution of (17), (18). Then \( \bar{v} \), \( \bar{v} \) is the decreasing rearrangement of \( v \) we have that \( \bar{v} \in C^{1}_{w_{0}}(0, [0]) \) and \( \bar{v} \) satisfies

\[
-\frac{d}{ds} \chi(s) = \frac{1}{N \omega_{N}} \int_{N \omega_{N}}^{s_{2}} \frac{d}{ds} \bar{g}_{1}(0) dt = \frac{1}{N \omega_{N}} \int_{N \omega_{N}}^{s_{1}} \frac{d}{ds} \bar{g}_{1}(0) dt \leq 0
\]

for every \( s \in (0, [0]).
\]

**Proof.** By uniqueness \( v(x) = v^{*}(k) = \bar{v}(0, |x|^{N}) \). Then if \( s = \omega_{N} \sqrt{r} \), \( r = |x| \) we have

\[
1 \leq \frac{\int_{\mu(0)}^{s} \bar{g}_{1}(s) ds - \int_{\mu(0)}^{t} f(\bar{u}(s)) ds}{\int_{t}^{\mu(0)} \bar{g}_{1}(s) ds - \int_{t}^{\mu(0)} f(\bar{u}(s)) ds} \leq 1/(p-1)
\]

for a.e. \( t > 0 \) (51)

By integrating (51) between \( t_{1} \) and \( t_{2} \), \( 0 < t_{1} < t_{2} < \text{ess sup } u \), we obtain

\[
t_{2} - t_{1} \leq \frac{1}{N \omega_{N}^{N/p}(p-1)} \int_{t_{1}}^{t_{2}} \bar{g}_{3}(s) ds = \int_{t_{1}}^{t_{2}} f(\bar{u}(s)) ds \frac{1}{p-1}
\]

(52)

Now, the idea is the following: as \( u(t) \) is nonincreasing, \( u'(t) dt \rightarrow d_{u}(t) \)

(in fact the above inequality becomes an equality if \( u'(t) \) does exist for every \( t \), see, e.g. Descombes [1], p. 131) and then, for every \( 0 < t_{1} < t_{2} < \text{ess sup } u \)

\[
t_{2} - t_{1} \leq \frac{1}{N \omega_{N}^{N/p}(p-1)} \int_{t_{1}}^{t_{2}} \bar{g}_{3}(s) ds = \int_{t_{1}}^{t_{2}} f(\bar{u}(s)) ds \frac{1}{p-1}
\]

(53)

A rigorous proof of (53) can be obtained by using some of the results of integration theory. Indeed, it is not difficult to show that if \( v \) is a non-increasing function and \( \phi \) is continuous and nonnegative, then

\[
-\int_{a}^{b} \phi(v(t)) v'(t) dt \leq \int_{a}^{b} \phi(v(t)) dt = \int_{v(a)}^{v(b)} \phi(s) ds
\]

(54)

(see a proof in the Lemma 1.11 of Mossino [2]). Then (53) is a consequence of (54) applied to \( v(t) = u(t) \) and

\[
\phi(r) = r^{-(N-1)p/N(p-1)}(\int_{0}^{r} g_{3}(s) ds - \int_{0}^{r} f(\bar{u}(s)) ds) \leq 1/(p-1).
\]

It is clear that \( \phi \in C^{1}(0, [0]) \). Then we need to check that \( \phi(r) \geq 0 \), or equivalently, that the function

\[
\chi(r) = \int_{0}^{r} g_{3}(s) ds - \int_{0}^{r} f(\bar{u}(s)) ds
\]

satisfies \( \chi > 0 \) on \( (0, [0]) \). From the inequalities (40) we deduce that \( \chi(u(t)) > 0 \) a.e. \( t \in (0, \text{ess sup } u) \). In fact, by the right-continuity of \( u(t) \), we deduce that \( \chi(u(t)) > 0 \) for every \( t \in (0, \text{sup ess sup } u) \).

This proves \( \chi > 0 \) on \( (0, \text{ess sup } u) \) when \( u \) is continuous. In the general case, we introduce the function \( \mu(t) = \text{meas } (u > t) \). We have that \( \chi(\mu(t)) > 0 \) on \( (0, \text{ess sup } u) \) because \( \mu(t-h) > \mu(t) \) if \( h > 0 \).
\[
\frac{dv}{ds} = \frac{\text{d}v}{\text{d}s} N \omega_N r^{N-1} = \frac{\text{d}v}{\text{d}s} N \omega_N s^{1/N} s^{(N-1)/N} \frac{\text{d}v}{\text{d}s} N \omega_N s^{1/N} s^{(N-1)/N} \frac{\text{d}v}{\text{d}s} = \frac{d}{ds} \left( \frac{\text{d}v}{\text{d}s} \right) p - \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \right) r \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \\
= \frac{d}{ds} \left( \frac{\text{d}v}{\text{d}s} \right) p - \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \right) r \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \\
= \frac{d}{ds} \left( \frac{\text{d}v}{\text{d}s} \right) p - \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \right) r \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \\
\text{After some routine computations we check that if a function } v(s) \text{ satisfies (56) then it satisfies the equation} \\
- \frac{d}{ds} \left( \frac{\text{d}v}{\text{d}s} \right) p - \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \right) r \frac{\text{d}v}{\text{d}s} \right) \frac{p - 2}{p} \frac{\text{d}v}{\text{d}s} \\
= f(v) = g(s). \\
\text{Using the uniqueness, (56) is proved. The regularity } v \in C^1([0, \Omega]) \text{ is a consequence of the regularity results, showing that } v \in W^2_0, \Omega \text{ for some } \alpha > 1 \text{ and then } v \in L^2(C([0, \Omega]) = C([0, \Omega]). \\
\text{Now, we return to the proof of Theorem 1.26.} \\
\text{Proof of Theorem 1.26.} \text{ It suffices to note that by lemmas 1.31 and 1.32, and the assumption } g_1 < g_2, \text{ we have} \\
- \frac{d}{ds} (v(s) - v(s)) < 0 \text{ a.e. } s \in [0, \Omega]. \\
\text{We can then apply the same argument (in this case correct) as in the heuristic proof. This is possible because of the absolute continuity of } u \text{ and } v. \\
\text{One of the most important consequences of Theorem 1.26 is the a priori estimates given in Theorem 1.27. To prove them we need the following classical result.} \\
\text{Lemma 1.33. Let } y, z \in C^1([0, \Omega], y \text{ and } z \geq 0, \text{ and suppose that } y(s) \text{ is non-increasing and} \\
\int_0^t y(s)ds \leq \int_0^t z(s)ds \text{ for every } t \in [0, \Omega]. \text{ Then, for every continuous convex function } \Phi \text{ we have} \\
\text{(Theorem II.68, appendix A, Itô)} \\
\int_0^t \Phi(y(s))ds \leq \int_0^t \Phi(z(s))ds \text{ for every } t \in [0, \Omega]. \text{ (56)} \\
\text{Proof: For simplicity, we assume } \Phi \in C^1, \text{ the general case then follows by approximating } \Phi \text{ by smooth functions. Since } \Phi \text{ is convex, we have} \\
\Phi(a) - \Phi(b) \geq \Phi'(b)(a - b) \forall a, b \in R. \text{ Thus} \\
\int_0^t (\Phi(z(s)) - \Phi(y(s)))ds \leq \int_0^t \Phi'(y(s))(z(s) - y(s))ds \text{ for every } t \in [0, \Omega]. \\
\text{Let } w - z. \text{ Since the function } \Phi(s) = \Phi'(y(s)) \text{ is nonincreasing, by the second theorem of the mean value for integrals (see e.g. Apostol [1]) there exists a value } \xi \in [0, t] \text{ such that} \\
\int_0^t \Phi(s)w(s)ds = \Phi(0)\int_0^t w(s)ds + \Phi(t)\int_0^t w(s)ds \\
= \Phi(t)\int_0^t w(s)ds + [\Phi(0) - \Phi(\xi)]\int_0^t w(s)ds \geq 0 \\
\text{and the assertion is established.} \\
\text{The proof of Theorem 1.26 results from a trivial application of Theorem 1.26 and Lemma 1.33.} \\
\text{To end this subsection, we shall make some comments on applications and extensions of the above results (see also the corresponding bibliographical notes in Section 1.5).} \\
\text{Remark 1.16.} \text{ The proof of Theorem 1.26 can also be used to show that, given any nondecreasing function } f, \text{ if } u \text{ is any solution of (3), (4) then we have the explicit inequality} \\
u \leq w \text{ a.e. on } \Omega, \quad \text{(57)} \\
\text{where } w \in W^1(\Omega) \text{ satisfies} \\
- \Delta_p w = g_2 \text{ in } \Omega. \\
\text{(here } g_2 \text{ is assumed as in Theorem 1.26). It is clear that if } v \text{ is the solution of (7), (8) then } v \leq w \text{ a.e. on } \Omega. \text{ In this way, inequality (57) gives a less exact estimate of } u \text{ and thus of } f(u) \text{ than the one given in Theorem 1.26. Nevertheless, inequality (57) has the advantage of being more easily explained (see Talenti[3]). It is also interesting to}
1.3b. On the symmetry of the solution and/or its null set.

The symmetric rearrangement of a function is also very useful in order to show the symmetry of the solutions of elliptic equations on balls of $\mathbb{R}^N$.

The first result is related to variational problems. More concretely, let $\Omega$ be a ball of $\mathbb{R}^N$ and consider the problem

$$
-\Delta_p u + f(u) = 0 \quad \text{in } \Omega \\
u = 0 \quad \text{on } \partial \Omega
$$

where $f$ is not necessarily nondecreasing.

Theorem 1.34. Let $f$ be an integrable real function such that its primitive $F$ is a Borel-measurable function. Assume that there exists a unique $u \in W^{1,p}_0(\Omega)$, $u \geq 0$, satisfying (58). Then, necessity $u = u^*$, i.e. $u$ is radially symmetric and, in fact, $u$ is a nondecreasing function of $|x|$. Proof. If $u \in W^{1,p}_0(\Omega)$ satisfies (58), it realizes the minimum of $J$,

$$
J(u) = \min J(v) \quad , \quad J(v) = \frac{1}{p} \int_{\Omega} |\nabla v|^p \, dx + \int_{\Omega} f(v) \, dx,
$$

where $F$ is the primitive of $f$ such that $F(0) = 0$. The inequality $J(u^*)$ of Theorem 1.25 shows that if $u^*$ is the symmetric rearrangement of $u$ then $u^* \in W^{1,p}_0(\Omega)$ and

$$
\int_{\Omega} |\nabla u|^p \, dx \leq \int_{\Omega} |\nabla u^*|^p \, dx,
$$

On the other hand, by i) of Theorem 1.25

$$
\int_{\Omega} F(u^*) \, dx = \int_{\Omega} F(u) \, dx
$$

and, then, $J(u^*) \leq J(u)$. Finally, by the uniqueness, $u = u^*$. \qed

Corollary 1.35. Let $\Omega$ be a ball of $\mathbb{R}^N$, $k > 0$ and let $f$ be a continuous nondecreasing real function. Then the solution $u \in W^{1,p}(\Omega)$ of the problem

$$
-\Delta_p u + f(u) = 0 \quad \text{in } \Omega \\
u = k \quad \text{on } \partial \Omega
$$

is radially symmetric and $u$ is a nondecreasing function of $|x|$. Proof. If $u \in W^{1,p}(\Omega)$ satisfies (59), it realizes the minimum of $J$,

$$
J(u) = \min J(v) \quad , \quad J(v) = \frac{1}{p} \int_{\Omega} |\nabla v|^p \, dx + \int_{\Omega} f(v) \, dx,
$$

where $F$ is the primitive of $f$ such that $F(0) = 0$. The inequality $J(u^*)$ of Theorem 1.25 shows that if $u^*$ is the symmetric rearrangement of $u$ then $u^* \in W^{1,p}(\Omega)$ and

$$
\int_{\Omega} |\nabla u|^p \, dx \leq \int_{\Omega} |\nabla u^*|^p \, dx,
$$

and, then, $J(u^*) \leq J(u)$. Finally, by the uniqueness, $u = u^*$. \qed

Remark 1.17. The inequality (13) in Theorem 1.26 is of considerable interest in the model of chemical reactions. Indeed, if $u$ is the solution of the problem (20), (21) (or, more concretely, of the problem (1), (2) of the Introduction) the quantity

$$
e = \frac{1}{|\Omega|} \int_{\Omega} f(u(x)) \, dx
$$

is called the effectiveness, and represents the ratio of the actual amount of reactant consumed per unit time in $\Omega$ to the amount that would be consumed if the interior concentration were everywhere equal to the ambient concentration. A high effectiveness is desirable in most applications. If, for instance, $f(1) = 1$ and $u = 1$ on $\partial \Omega$, it is clear that $e \leq 1$ and that a near-optimal domain $\Omega$ is a thin annulus of very large radius (with volume equal to the preassigned value $|\Omega|$). In the other sense, it was conjectured by Aris that the ball would give the lowest value of e, since the center of the ball is farther from the boundary than any interior point of a domain of equal volume. By using the same change of unknown variables as in the proof of Theorem 1.28 it is easy to see that this conjecture is now a consequence of the conclusion (13) of Theorem 1.26. Previous proofs are related to the semilinear case $p = 2$: Amundson-Luss [1] for $f(s) = s$, and Bandle-Sperb-Stakgold [1] for $f$ nondecreasing and $u$ smooth. \qed

Remark 1.18. The above results can also be obtained in certain different formulations: $x$-dependent perturbations of the form $\theta(x)f(u)$ (see equation (62) in Section 1.1); $R$ not necessarily bounded (for instance $R = \mathbb{R}^N - G$ with $G$ bounded or $\Omega = \mathbb{R}^N$); solutions understood not necessarily in the variational sense as, for instance, in the $L^1$-setting or in Orlicz-Sobolev spaces. \qed
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is radially symmetric and, in fact a non-decreasing function of $|x|$.

Proof. By the comparison principle we know that (59) (60) has a unique solution $u \in W^{1,p}(\Omega)$ and that $0 < u < k$ a.e. on $\Omega$. Then, the function $U = k - u$ verifies $U \in W^{1,p}(\Omega)$ and

$$-\Delta_p U + \overline{r}(U) = 0 \quad \text{in} \quad \Omega$$

with $\overline{r}(r) = -f(k-r)$ and it suffices to apply Theorem 1.34. □

Remark 1.19. The above simple argument also applies to more general equations of the form

$$-\text{div} A(\nabla u) + f(u) = 0 \quad \text{in} \quad \Omega.$$ 

Indeed, it suffices to apply the general inequality

$$\int_{\Omega} G(|\nabla u|) dx \leq \int_{\Omega} G(|\nabla v|)$$

instead of the one given in (v) of Theorem 1.25. (See Polyá-Szego [11], Talenti [3] and Duff [11]). Using other types of rearrangement it is possible to obtain some other symmetries, different from the radial one (see Kawohl [7]). □

An important ingredient of the proof of Theorem 1.34 was the uniqueness of the solution. After the important work of Gidas-Ni-Nirenberg [11], it is well known that this assumption is not necessary if the function $f$ is locally Lipschitz continuous. A better result, for the particular case of $p = 2$ and $p = 2$, is due to P.L. Lions [11]:

**Theorem 1.36.** Let $\Omega$ be a ball of $\mathbb{R}^n$. Let $f$ be a measurable, locally bounded negative function and let $u \in H^2(\Omega) \cap H^1_0(\Omega)$ be a non-negative solution of

$$-\Delta u + f(u) = 0 \quad \text{in} \quad \Omega$$

(61)

Then, necessarily, $u$ is spherically symmetric and decreasing with respect to $|x|$.

Proof. As in the proof of Lemma 1.31 (see (51)) we have that

$$4\pi u(t) < \left(-\frac{du}{dt}\right) \int_{\{u \leq t\}} f(u) dx \quad \text{for a.e.} \quad t > 0$$

(62)

By Alvino-Lions-Trombetti [11], the equality holds a.e. if and only if $u$ is radial and non-increasing. Now, if we multiply (62) by $-f(t)$ and integrate between 0 and $M$, where $M > \max u$, we obtain

$$4\pi \int_0^M f(t) u(t) dt \leq \int_0^M \left(\int_{\{u \leq t\}} -f(u) dx \right) \left(-\frac{du}{dt}\right) f(t) dt$$

But we have

$$\int_0^M f(t) u(t) dt = -\int_0^M f(t)(-du(t))/(dt) = -\int_0^M f(t) u(t) dt$$

where $F(r) = \int_0^r f(s) ds$, and

$$\int_{\{u \leq t\}} -f(u) dx \leq -\int_t^M f(s)(-du(s))$$

Then

$$\int_0^M \left(\int_{\{u \leq t\}} -f(u) dx \right) \left(-\frac{du}{dt}\right) f(t) dt \leq -\int_0^M \left(\int_{\{u \leq t\}} -f(u) dx \right) \left(-\frac{du}{dt}\right) f(t) dt$$

In conclusion, we have proved

$$8\pi \int_0^M f(u) dx \leq \int_0^M \left(\int_{\{u \leq t\}} -f(u) dx \right)$$

(63)

and the equality holds only if $u$ is radial and decreasing. Then using the Pohozaev identity (see Lemma 2.30)

$$\int_{\Omega} \overline{F}(u) \partial u = \frac{1}{8} \int_{\partial \Omega} (\overline{\partial u}) (u)^2$$

where $\overline{n}$ is the outward unit normal to $\Omega$, we have

$$\int_{\Omega} \overline{F}(u) \partial u = \frac{1}{8} \int_{\partial \Omega} (\overline{\partial u}) (u)^2 = \int_{\Omega} f(u) dx$$

Comparing with (63) we conclude the proof easily. □

Remark 1.20. The above proof is an adaptation of a similar result of Crooke-Sperb [11], The case of higher dimensions seems to be open. □

**Remark 1.21.** Let $u$ satisfy

$$-\Delta_p u + f(u) = g \quad \text{in} \quad \Omega$$

$$u = 0 \quad \text{on} \quad \partial \Omega.$$

If $g$ is a radially symmetric function and, for instance, $f$ is strictly increasing, it is clear that the unique solution will also be radially
symmetric and so also its null set \( \mathbb{N}(u) \). Nevertheless, we remark that, in general, the mere symmetry of the boundary of the support \( S(g) \) of \( g \) does not imply the symmetry of the support \( S(u) \) of the solution \( u \). Indeed it is not difficult to construct a non radially-symmetric function \( g \) satisfying the growing condition (77) of Section 1.1 in some strict part \( \Gamma \) of the boundary of its support. In this case, the solution \( u \) must vanish on \( \Gamma \) but not on the rest of \( \mathbb{N}(g) \) if \( g \) is suitably chosen (see Figure 6).
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### 1.3c. The free boundary for equations with a general nonlinear diffusion term.

We have already seen several existence criteria of the null set of the solution of second order quasilinear equations of the form

- \( -\Delta_p u + f(u) = g \) \hspace{1cm} (64)

More general absorption terms were discussed in Proposition 1.11 (see also Section 2.1). Another generalization was given in Theorem 1.13 for the case of a general linear diffusion (see also the comments made about the nonlinear equation (63) of Section 1.1). The main goal of this subsection is to study the formation of the free boundary \( F(u) \), for any \( u \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \) solution of the equation

- \( \text{div} A(u,v_u) + f(v) = g \) \hspace{1cm} \text{in} \ \Omega \hspace{1cm} (65)

- \( u = h \) \hspace{1cm} \text{on} \ \partial \Omega \hspace{1cm} (66)

The main idea will be to obtain an adequate relation between \( u \) and \( v \), where \( v \) is the solution of (20), (21). In this respect we remark that the structural assumption (5) made on the term \( A(u,v_u) \) in Theorem 1.26 gives only a negative result (see Theorem 1.28). Roughly speaking, if the absorption term \( f \) is fixed, the assumption (5) says that the diffusion term of (65) is faster than that of the equation (64) and so, it is possible to show that the null set of the solution of (65)/(66) is the empty set, even though the null set of \( v \), solution of (64)/(66), is of positive measure. In consequence, condition (5) must be substituted by another of a different nature, expressing that now the diffusion term of (65) is slower than that of the equation (64). A natural condition in this direction is

- \( |A(r, \xi)| \leq C |\xi|^{p-1} \) \hspace{1cm} for every \( (r, \xi) \in \mathbb{R} \times \mathbb{N} \), for some \( C > 0 \) \hspace{1cm} (67)

Nevertheless, one cannot expect, in general, to obtain the corresponding inequalities opposite to those given in Theorem 1.27 \( f(v) \leq f(u^*) \) (where \( u^* \) is the symmetric rearrangement of any solution of (65) vanishing on \( \partial \Omega \) and \( v \) is the corresponding radially symmetric solution of the associated equation (64)). The main reason for this is that the isoperimetric inequality makes the method followed in the proof of Theorem 1.27 irreversible. In spite of this difficulty, the relation \( f(v) \leq f(u^*) \) holds if \( u \) is radially symmetric:

**Proposition 1.37.** Let \( \Omega \) be a ball of \( \mathbb{R}^N \). Let \( A(r, \xi) \) satisfy (67) and \( f \) be a continuous non decreasing real function. Given \( K > 0 \) let \( u \) and \( v \) be in \( W^{1,p}(\Omega) \) and satisfy

- \( \text{div} A(u,v_u) + f(u) = K \) \hspace{1cm} \text{in} \ \Omega \hspace{1cm} (68)

and

- \( C \Delta_p v + f(v) = K \) \hspace{1cm} \text{in} \ \Omega \hspace{1cm} (69)

respectively. Let us assume that \( u = u^* \). Then \( f(v) \leq f(u^*) \)
As in previous sections we postpone the proof of this result in order to explain (roughly) how it can be applied to the study of the free boundary of (65)(66).

**Theorem 3.38.** Let \( Q \) be an open regular set of \( \mathbb{R}^n \), \( p > 1 \) and consider \( g \in L^p(Q) \) and \( h \in W^{1,p}(Q) \). Let \( u \in W^{1,p}(Q) \cap L^\infty(Q) \) be any nonnegative solution of the problem (65)(66). Assume the growing condition (67), as well as

\[ "the comparison principle holds for the problem (65)(66)". \]

\[ "any solution of (68) on a ball and vanishing on the boundary coincides with its symmetric rearrangement". \]

Finally suppose that

\[ \int_0^L \frac{ds}{F(s)^{1/p}} < \infty \]  (72)

where \( F \) is the primitive of \( f \) with \( F(0) = 0 \). Then the null set \( N(u) \) of \( u \) satisfies

\[ N(u) = \{ x \in N(u) \cup N(h) : d(x,S(g) \cup S(h)) > L \}. \]

where \( L = \psi_1(N(M)) \), \( M \) is any bound of \( ||u||_\omega \), and \( \psi_1 \) is defined in (33) of Section 1.1.

**Proof.** As in the proof of Theorem 1.9, by (70) it suffices to show that given \( x \in N(u) \cup N(h) \) and \( R = d(x_S, S(g) \cup S(h)) \), if \( \tilde{u}(x) = \tilde{u}(x_0) \) satisfies

\[ \text{div} A(u, \nabla v) + f(v) = 0 \quad \text{in} \quad B_R(x_0) \]

\[ u = M \quad \text{on} \quad \partial B_R(x_0) \]

then \( \tilde{u}(x_0) = 0 \) if \( R > L \). In order to prove this, note that without loss of generality we can assume \( C = 1 \). Consider \( v \in W^{1,p}(B_R(x_0)) \) satisfying

\[ -\Delta_p v + f(v) = 0 \quad \text{in} \quad B_R(x_0) \]

\[ v = M \quad \text{on} \quad \partial B_R(x_0) \].

Then, by Proposition 1.37, we have \( f(M-v) \leq f(M-u) \). But (72) implies that \( f^{-1}(0) = 0 \). Then, arguing as in Theorem 1.28 we obtain that \( \text{meas} N(v) < \text{meas} N(\tilde{u}) \). Moreover, if \( R > \psi_1(N(M)) \), by Theorem 1.9 we know that \( v(x_0) = 0 \) and that \( \text{meas} N(v) = 0 \). This proves that \( \text{meas} N(\tilde{u}) \). Finally, by (71) \( \tilde{u} \) is a non-increasing function of \( |x| \) and we deduce that necessarily \( \tilde{u}(x) = 0 \) a.e. \( x \in B_\delta(x_0) \) for some small enough \( \varepsilon > 0 \).

**Remark 2.22.** A comparable result, but without the assumptions (70),(71), will be obtained by means of an energy method in Section 3.1.

**Proof of Proposition 1.37.** Let \( u \) satisfy (68). Since the right hand side of (68) is a constant, the proof of Lemma 1.29 gives us that

\[ -\frac{d}{dt} \int_{\{u(t)\}} A(u, \nabla u) \cdot \nabla u \, dx = \int_{\{u(t)\}} \mu(t) \left[ K - f(\tilde{u}(s)) \right] ds \]

where \( \mu \) and \( \tilde{u} \) are the distribution function and the decreasing rearrangement of \( u \). Moreover, since \( \tilde{u} \) is a ball and \( u \) is symmetric and so \( |\nabla u| \) is constant on the level set \( \{ u = t \} \), it is not difficult to show (see e.g. Talenti[3], p. 362) that \( u \) satisfies (42) with the equality sign, i.e.

\[ \int \left( -\frac{d}{dt} \int_{\{u(t)\}} \mu(t) \right)^{1/p} \left( -\frac{d}{dt} \int_{\{u(t)\}} \frac{|\nabla u|^p}{p} \, dx \right)^{1/p} = N \frac{\omega_1}{N} \mu(t) \left( N-1 \right) / N \quad \text{for a.e.} \ t > 0 \]

On the other hand, using the Schwartz inequality on the set \( \{ x \in Q \} \) and the assumptions (67), and passing to the limit as \( h \to 0 \), we obtain

\[ -\frac{d}{dt} \int_{\{u(t)\}} A(u, \nabla u) \cdot \nabla u \, dx \leq -\frac{d}{dt} \int_{\{u(t)\}} |\nabla u|^p \, dx \quad \text{a.e.} \ t > 0, \]

(again, it suffices to consider \( C = 1 \) in (68)). In conclusion, as in Lemma 1.31, we obtain now that

\[ -\frac{d}{ds} \int_{\{u(t)\}} \left( -\frac{1}{N \omega_1(N-1)/N} \right)^{1/p} \left( \frac{N}{N-1} \mu(t) \left( N-1 \right) / N \right)^{1/p} = N \frac{\omega_1}{N} \left( s \right) \left( K - f(\tilde{u}(s)) \right) ds \quad \text{a.e.} \ s \in (0, \tau) \]

Finally, the conclusion holds as in Theorem 1.26 by noting that if \( v \in W^{1,p}(Q) \) satisfies (69), then its decreasing rearrangement satisfies (73) with the equality sign (Lemma 1.32).
1.4. FURTHER RESULTS ON THE FREE BOUNDARY FOR SEMILINEAR EQUATIONS.

The analysis made in the previous section can be completed by considering some other questions such as the regularity and measure properties of the free boundary. This kind of property seems to be hard to establish in the general setting we are considering and this is why some simplification is needed. In this section we shall only consider some semilinear problems such as for instance,

\[ -\Delta u + f(u) = 0 \quad \text{in} \quad \Omega \]
\[ u = 1 \quad \text{on} \quad \partial \Omega , \]

(1)

(2)

where \( \Omega \) is an open bounded set with regular \( \partial \Omega \) and \( f \) is a continuous nondecreasing function such that \( f(0) = 0 \).

Due to the semilinear character of (1), precise information on the behaviour of solutions near the free boundary will be obtained as a consequence of the main result of Subsection 1.4a, relative to a Harnack type inequality. This inequality is also proved for solutions of the equation with a \( \lambda \)-dependent absorption term. The locally finite character of the perimeter of the support \( S(u) \) and the zero Lebesgue measure of the free boundary \( F(u) \), are some of the consequences of the Hausdorff measure estimates given in Subsection 1.4b. The stability of the free boundary with respect to a parameter \( \lambda \) in the equation, is considered in Subsection 1.4c. Finally, some remarks on the convexity and other geometrical properties of the free boundary are made in Subsection 1.4d.

The results of this section are due to Phillips[2], Friedman-Phillips[1], Spruck[1] and Alt-Phillips[1].

1.4a. On the behaviour of solutions near the free boundary.

The results of this subsection concern mainly nonnegative solutions of the homogeneous semilinear problem

\[ -\Delta u + u^q = 0 \quad \text{in} \quad \Omega \]
\[ u = h \quad \text{on} \quad \partial \Omega \]

(3)

(4)

where \( \Omega \) is an open bounded set with \( \partial \Omega \) locally Lipschitz, \( 0 < q < 1 \), and

\[ h \in H^1(\Omega), h > 0. \]

We recall that the existence and uniqueness of the solution \( u \in H^1(\Omega) \) can be obtained, for instance, by minimizing the functional

\[ J(v) = \int_{\Omega} \left( \frac{1}{2} |\nabla v|^2 + \frac{1}{q+1} |v|^{q+1} \right) \, dx \]

(5)

on the convex set \( \mathcal{K} = \{ v \in H^1(\Omega) : v - h \in H^1_0(\Omega) \} \). Due to the assumption \( 0 < q < 1 \), the free boundary \( F(u) \) may exist depending on the "sizes" of \( \Omega \) and \( h \) (see Theorem 1.9). By standard arguments of regularity, \( u \in C^{2,\alpha}(\Omega) \) for \( \Omega \subset \subset \Omega \) and some \( \delta < 1 \). Moreover, if \( D \) is such that \( u(x) > \tau \) in \( D \) for some \( \tau > 0 \), then \( u \in C^0(D) \). In this way, a loss of regularity is expected to occur at the free boundary \( F(u) \) (see examples in Section 1.1a). The study of the behaviour of \( u \) near \( F(u) \) is then of a great interest, and will be carried out locally. The main ingredient in such a study is the following Harnack type inequality, controlling (in a weak sense) the behaviour of \( u \) near a point \( x_0 \in F(u) \) by means of the average of \( u \) over \( B_r(x_0) \):

\[ \int_{B_r} u = \frac{1}{\sigma_{N-1} r^{N-1}} \int_{B_r(x_0)} u \, ds , \]

(6)

where \( B_r(x_0) \) is the closed ball with radius \( r \), and center \( x \), and \( \sigma_N \) the surface area of the unit ball in \( \mathbb{R}^N \).

Lemma 1.49. Let \( 0 < q < 1 \). Then, there exist constants \( c_0, \tau > 0 \), depending only on \( N \) and \( q \) such that if \( u > 0 \) satisfies the equation (3) in \( B_r \subset B_r(0) \), and

\[ f(u) \leq c_0 \, \tau^{-q} , \]

(7)

then

\[ u(x) \geq \tau \int_{B_r} u \quad \text{for} \quad x \in B_r/4. \]

(8)

Remark 1.23. A crucial point in the proof of the above result is the homogeneity of the equation (3). Due to this property we can rescale the domain and solutions: if \( u \in H^1(B_r) \) satisfies (3) in \( B_r \), then for every \( s > 0 \), the function \( u^s \), defined by
\( u^5(x) = \frac{u(ax)}{s^{2/(1-q)}} \), \hspace{1cm} (9)

is such that \( u^5 \in H^1(B_{r/s}) \) and satisfies (3) on \( B_{r/s} \) (note that

\( J_r(N) = s^{4/(1-q) - 2} J_{r/s}(v^5) \)

for every \( v \in H^1(B_r) \), if \( J_r \) denotes the functional (5) on \( B_r \) instead of on \( \Omega \).

Proof of Lemma 1.39. It is enough to consider the case \( r = 1 \) and the local solution of (3) on \( B_1 \) defined by

\[ u^r(x) = \frac{u(rx)}{r^{\beta}} \hspace{1cm} \beta = 2/(1-q) \]

Note that

\[ \frac{1}{\beta} \int_{\partial B_1} u \varphi = \frac{1}{\beta} f \varphi. \hspace{1cm} (10) \]

We first determine a constant \( C_i > 0 \) so that, if \( f_{\partial B_1} u \geq C_i \), then

\[ u(0) \geq \frac{1}{2} f_{\partial B_1} u. \] Since \( \Delta u = f(u) \), from the representation formulas (see

Gilbarg-Trudinger [1])

\[ f \cdot u - u(0) = C \int_{\partial B_1} u \partial u \, dr = \int_{\partial B_1} (f \cdot u)(r) G(r) dr \leq C(\int_{\partial B_1} f \cdot u)^q \]

where \( G(r) = -\log r \) if \( N = 2 \) and \( G(r) = r^{2-N} - 1 \) if \( N \geq 3 \), and \( C \) are constants and where the last inequality holds because \( 0 < q < 1 \). Hence, if

\[ f \cdot u \geq (2C)^{1-q} \]

then \( u(0) \geq \frac{1}{2} f_{\partial B_1} u. \) So, it suffices to take \( C_i = (2C)^{1/(1-q)} \).

Now, let \( x \in B_{1/4}(0) \). Since \( u \) is subharmonic

\[ u(0) \leq C(N) \int_{B_{1/2}(x)} f \cdot u \]

Using (11) to estimate \( u(0) \) and assuming further that

\[ \int_{\partial B_1} u \geq 2^{1-q} C(N) C_i \]

we get, from (12), that

\[ f \cdot u \geq 2^{1-q} C_i \]

Hence, by (11) we have

\[ u(0) \geq \frac{1}{2} f_{\partial B_{1/2}} u. \]

Finally, estimating the right-hand side by (11), (12) we obtain

\[ u(0) \geq (4C(N))^{-1} f_{\partial B_1} u \quad \text{for} \quad x \in B_{1/4}(0) \]

provided

\[ \int_{\partial B_1} u \geq C_i \cdot \max(1, 2^{1-q} C(N)) = \geq C_i \cdot \theta. \]

Before giving some applications of this result, it is interesting to see a similar Harnack inequality, true for semilinear equations satisfying the homogeneity property in a weak sense. This will be applied to the case of a \( x \)-dependent absorption term in the equation:

\[ -\Delta u + g(x)u^q = 0 \hspace{1cm} u \geq 0, \hspace{1cm} (13) \]

where \( 0 < q < 1 \) (For the existence of \( P(u) \) see Proposition 1.11).

Lemma 1.40. Let \( 0 < q < 1 \), \( 0 \leq g \leq M \) and \( u \geq 0 \) satisfying (13) in the ball \( B_1 \). Then

\[ (f \cdot u)^{1-q} \geq (f \cdot u_{\partial B_1})^{1-q} - (1-q) \frac{M}{N} (1-r^2). \hspace{1cm} (14) \]

In particular, if \( f \cdot u_{\partial B_r} \geq c_q r^{2(1-q)} \), \( c_q = [(1-q)M/N]^{1/(1-q)} \), \( u \) is positive in a neighbourhood of the origin.

Proof. Let \( u(0) = f_{\partial B_r} u \). Then

\[ f \cdot u ds = f \cdot u \frac{M-1}{r} \frac{ds}{\partial B_r} = f \cdot u(0) ds \leq \int_{\partial B_r} u^q ds \]

\[ \leq M f \cdot u^q ds \leq M m^q \hspace{1cm} (15) \]

where \( m = \int_{\partial B_r} u^q ds \).
by Jensen's inequality. Also,

\[ m'(r) = \int_{\partial B_r} \frac{\partial u}{\partial r} \, ds = \frac{1}{\omega_N r^N} \int_{\partial B_r} \Delta u \, ds \geq 0 \]

Integrating (15)

\[ r^{N-1} m'(r) \leq M \int_0^r s^{N-1} m(s)^q \, ds \leq \frac{M}{N} r^N m(r)^q. \]

Hence

\[ m'(r) \leq \frac{M}{N} r m(r)^q. \]  \hspace{1cm} (16)

Integrating (16) from \( r \) to 1 gives

\[ m(1)^{1-q} - m(r)^{1-q} \leq \frac{2}{1-q} \frac{M}{N} (1-r^2), \]

which shows (14). Finally, we note that, if \( u^\lambda(x) = \lambda \cdot u(\lambda x) \) and \( u \) satisfies (13) on \( B_r \), taking \( \lambda = r \) we have

\[ -\Delta u^\lambda + g(\lambda x)(u^\lambda)^q = 0 \quad \text{in} \quad B_1. \]

Then the second conclusion of the statement is an easy consequence of (13) and (10).

A first consequence of the above lemmas is the following:

**Corollary 1.41.** Let \( u \) be a nonnegative solution of equation (3) (resp. (13)) on the ball \( B_r(0) \) and suppose that \( 0 \in \Omega \). Then

\[ \int_{\partial B_r(0)} u \, ds \leq C_0 r^{1-q}, \]

(\( C_0 \) given in Lemma 1.40). Moreover there exists \( C = C(N,q) \) (resp. \( C(N,q,\delta) \)) such that

\[ 0 \leq u(x) \leq C|x|^{-1} \quad x \in B_{r/2}. \]  \hspace{1cm} (17)

**Proof.** The first part follows obviously from Lemma 1.39 or 1.40, respectively. Now, let \( x \in B_{r/2}(0) \) and set \( R = |x| \). Let \( w(x) \) be the harmonic function on \( B_{2R}(0) \) satisfying \( w = u \) on \( \partial B_{2R} \). Then by Lemma 1.40,

\[ C_0(2R)^{1-q} \geq \int_{\partial B_{2R}} w \, ds = \int_{\partial B_{2R}} u \, ds, \]

where we have used the classic Harnack's inequality (for \( w \)) and the subharmonicity of \( u \). Hence

\[ u(x) \leq C|x|^{-1-q}, \quad C = \frac{2}{1-q} C_0 \quad \text{in} \quad B_{r/2}. \]

**Remark 1.24.** The inequality (17) gives a direct proof of the continuity of the solution on the free boundary \( \partial \Omega \) (and then on \( \partial \Omega \) as well as that \( \partial u = 0 \) for every \( P \in \partial \Omega \)). Indeed, by (17) we have that

\[ 0 \leq u(x) \leq C|x|^{-1-q} \quad \text{for} \quad x \quad \text{such that} \quad |x-P| \leq d(P,\partial \Omega)/2. \]

We also note that (17) coincides with the inequality obtained in Section 1.1 to estimate the location of the free boundary.

Next, we derive lower estimates of growth for \( u \), in a sense of averages near \( \partial \Omega \).

**Proposition 1.42.** Let \( u \) be a nonnegative solution of equation (3) (resp. (13)) on \( \Omega = B_r(x_0) \) and suppose that \( 0 \in \Omega \) and that \( B_r(x_0) \subset \{x: u > 0\} \). Let \( B_{r/2}(x_0) \subset \{x: u > 0\} \) and \( \lambda > 0 \) for some \( \lambda > 0 \). Then

\[ \int_{\partial B_r(x_0)} u \, ds \geq C r^{2/(1-q)}, \]

for some \( C > 0 \).

**Proof.** Again, by scaling, it suffices to assume \( r = 1 \) (see (10)). Since \( u \) is subharmonic

\[ \sup_{B_{r/2}(x_0)} u \leq C_1 \int_{\partial B_{r/2}(x_0)} u \, ds \]

(19)

We claim that

\[ \sup_{B_{r/2}(x_0)} u > \left( \frac{1}{2} \right)^{2/(1-q)} K_{N,\lambda} \quad \text{for some} \quad K_{N,\lambda}. \]

where \( K_{N,\lambda} \) was defined in (43) of Section 1.1, and \( \lambda = 1 \) if \( u \) satisfies (3). Indeed, otherwise, if we define \( v(x) = K_{N,\lambda} |x-x_0|^{2/(1-q)} \), we have that \( u < v \) on \( B_{r/2}(x_0) \). Moreover, by Lemma 1.6, \( v \) satisfies \( \Delta v + \lambda v^q = 0 \) on \( B_{r/2}(x_0) \). Then by the comparison principle \( u < v \) in \( B_{r/2}(x_0) \), a contradiction, since \( u(x_0) > 0 \). The combination of (19) and (20) proves the...
Remark 1.25. It is clear that (18) implies that
\[
\sup_{x \in \mathbb{R}^N} u \geq C |x - x_0|^{\frac{2}{1-q}}
\]
This inequality shows a kind of nondegeneracy of \( u \) on the set \( S(u) = \{ x \in \Omega : u(x) > 0 \} \), in the sense that \( u \) cannot be uniformly small in some neighborhood of any point of \( S(u) \). A similar result will be proved later (see Theorem 1.44).}

Another important growth estimate is related to the correct balance between \( u \) and \( |\nabla u| \) near the free boundary \( F(u) \). In this respect we first recall the estimate
\[
|\nabla u(x)|^2 \leq \frac{2}{q+1} (u(x))^{q+1} \quad \text{for} \quad x \in \partial \Omega
\]
given in Theorem 1.24 for the functions solutions of equation (3) and constant on \( \partial \Omega \). In the next subsection we shall need estimates like (22) but when \( u \) is merely a local solution of (3). This is the content of the following result due to Phillips [2].

Lemma 1.42. Let \( 0 < q < 1 \). Given \( K > 0 \) there exists an \( \varepsilon = \varepsilon(K) > 0 \) such that, if \( u \) satisfies equation (3) in \( B_{2r}(x_0) \) for some \( r > 0 \) and \( x_0 \in F(u) \), then
\[
\frac{|\nabla u|^2}{u^{q+1}} \leq \frac{2}{q+1} + K \quad \text{on} \quad \{ u > 0 \} \cap B_{cr}(x_0).
\]

1.45 Lebesgue and Hausdorff measure of the free boundary.

Application to domains of boundary having nonnegative mean curvature.

It seems natural to expect the free boundary \( F(u) \) with a zero \( N \)-dimensional Lebesgue measure. We shall prove this by a stronger result about the density of the boundary points of the strict support of \( u \), \( S(u) \), defined by
\[
S(u) \equiv \{ x \in \Omega : u(x) > 0 \} \equiv \{ u > 0 \}.
\]

Theorem 1.44. Let \( u \) be the solution of (3), (4). Assume \( 0 \in F(u) \) and \( B_{2r}(0) \subset \Omega \). Then there exists \( \varepsilon > 0 \), \( C > 0 \) and \( y \in \partial B_{c}(0) \) such that
\[
u(y) \geq C \varepsilon^{rac{2}{1-q}}
\]
\[\text{for every} \quad \varepsilon < \varepsilon_0. \quad \text{Moreover, there exists} \quad 0 = \varepsilon(n,q) \in (0,1/4) \text{such that} \quad B_{\varepsilon}(y) \subset S(u). \quad \text{In particular} \quad \frac{|S(u) \cap B_{\varepsilon}(y)|}{|B_{\varepsilon}(y)|} \leq \frac{\varepsilon(n,q)}{2} \quad \text{for} \quad \varepsilon < \varepsilon_0.
\]

Proof. Take \( \varepsilon < r/2 \), let \( y_0 \in S(u) \cap \partial B_{c}(0) \) and define
\[
w(x) = u(x) - \frac{K(1-q)}{2n} |x - y_0|^2 \quad \text{on} \quad S(u) \cap B_{c}(y_0)
\]
where \( K \) is a positive constant to be chosen. By the regularity results, \( w \in C(S(u) \cap \partial B_{c}(y_0)) \cap C^2(S(u) \cap B_{c}(y_0)) \), where \( B_{c}(y_0) = \text{int}(B_{c}(y_0)) \). Furthermore, \( \Delta w = (1-q) [-\frac{|\nabla w|^2}{u^{q+1}} + 1 - K] \) on \( S(u) \cap \partial B_{c}(y_0) \).

We shall prove that \( \Delta w > 0 \). Let us set \( K = (1-q)/(1+q) \). By Lemma 1.4 there exists \( \varepsilon > 0 \) such that
\[
\frac{|\nabla w|^2}{w^{q+1}} \leq \frac{2}{q+1} + K \quad \text{on} \quad S(u) \cap B_{c}(0).
\]

Hence
\[
\Delta w \geq (1-q)[-\frac{2}{q+1} + K] + 1 - K = 0 \quad \text{on} \quad S(u) \cap \partial B_{c}(0), \quad \text{if} \quad 2c < \varepsilon_0.
\]

Since \( w(y_0) = u(y_0) - \frac{K(1-q)}{2n} |y_0|^2 > 0 \), by the maximum principle, \( w > 0 \) at some point of \( \partial(S(u) \cap \partial B_{c}(y_0)) \). But \( w < 0 \) on \( F(u) \), so there exists a \( z \in \partial B_{c}(y_0) \) such that \( w(z) > 0 \), i.e. \( u(z) \geq C(1-q)/(2n(1+q)^2) \). Finally, if we let \( y_0 \to 0 \), then a sequence of points \( z \) converges to some \( y \in \partial B_{c}(0) \), and (25) holds by continu}
To prove (26), let $\tilde{c} = \min \{C_1, C_2\}$, where $C_0$ is given in Lemma 1.39, and define $\beta = \frac{1}{4} \left( \frac{\tilde{c}}{C_0} \right)^{2/(1-q)}$. Then
\[
u(y) \geq C_0(4e)^{-2/(1-q)}(48e)^{2/(1-q)} = C_0(4e)^{2/(1-q)}.
\]
Since $u$ is subharmonic
\[
f_{AB}(x) \geq C_0(4e)^{2/(1-q)}.
\]
From Lemma 1.39 (or Lemma 1.40), it follows that $B_{ke}(y) \subseteq \tilde{S}(u)$. Hence
\[
\frac{|\tilde{S}(u) \cap B_{ke}(0)|}{|B_{ke}(y)|} \geq \frac{|B_{ke}(y)|}{|B_{ke}(0)|} = \left( \frac{2}{3} \right)^N > 0.
\]

Remark 1.25. Note that, by Proposition 1.42, we know more than (25).
Indeed, $\sup u \geq K(4e)^{2/(1-q)}$ for some constant $K > 0$ and for every $\varepsilon < e^{\alpha r}$. Indeed, $C_0(4e)^{2/(1-q)}$.

Corollary 1.45. Let $u$ be the solution of (3), (4). Then $|P(u)| = 0$.
Proof. From a well-known result of measure theory (see e.g. Munroe [1]), it is enough to show that no point of $P(u)$ can be a density point of $P(u)$. Now, by Theorem 1.44, if $x_0 \in P(u)$, then
\[
\frac{|P(u) \cap B_{ke}(x_0)|}{|B_{ke}(x_0)|} \leq \frac{|B_{ke}(x_0)|}{|B_{ke}(y)|} \leq 1 - \left( \frac{3}{2} \right)^N < 1,
\]
if $B_{ke}(x_0) \subseteq \Omega$ and $y, 0$ and $e_0$ are taken as in Theorem 1.44.

The above result can be improved by using some other measure different from the Lebesgue measure which allows us to distinguish among the zero Lebesgue sets. That is the case of the Hausdorff measure. We recall the exact notion:

Definition 1.3. Given a real number $a > 0$, the $a$-dimensional Hausdorff outer measure of a set $E \in H^a$ is given by
\[
h^a(E) = c(a) \lim_{\varepsilon \to 0} \inf \sum_j \text{diam}(E_j)^a,
\]
where the infimum is taken over all countable coverings of $E$ by sets $E_j$ with $\text{diam}(E_j) < \varepsilon$ and where
\[
c(a) = 2^{-a} \Gamma(\frac{1}{2})^a \left( \frac{a}{2} + 1 \right), \quad \Gamma \text{ the gamma function}.
\]

If $a = 0$, $h^a(E)$ is cardinality of $E$ and if $a < 0$, $h^a(E) = \mathcal{M} E \not= \emptyset$.

Finally the Hausdorff dimension of $E$ is defined by
\[
h^a(E) = \inf \{ a \in \mathbb{R} : h^a(E) = 0 \}.
\]

Systematic treatments of the Hausdorff measure are available in the books by Federer [1], Rogers [1], and Falconer [1]. A first estimate on the Hausdorff measure of $P(u)$ is the following:

Theorem 1.46. Let $u$ be the solution of (3), (4). Then
\[
h^{N-1}(P(u) \cap D) < \infty
\]
for each $D$ with $\overline{D} \subseteq \Omega$.

The main idea in the proof of the above result, due to Phillips [1], is to show first that if $0 \in P(u)$ and $B_{4e}(x_0) \subseteq \Omega$, then
\[
h^{N-1}(P(u) \cap B_{4e}(0)) \leq c \lim_{\varepsilon \to 0} \left( 0 < \varepsilon h^2/2(1+q) \cap B_{2e}(0) \right)
\]
for some positive constants $c$ and $N$. Finally
\[
\frac{|0 < \varepsilon h^2/2(1+q) \cap B_{2e}(0)|}{\varepsilon} = o(1) \text{ as } \varepsilon \to 0
\]
and thus the limit infimum is finite, which leads to the conclusion because in the statement, $D$ can be assumed to be a ball. The proof of this deep result is lengthy and will not be given here. Some direct consequences of Theorem 1.46 are the following:

i) $|P(u)| > 0$ and $|\tilde{S}(u)| = \text{interior of } \tilde{S}(u)$.
ii) $\tilde{S}(u)$ has locally finite perimeter in $\Omega$.

We recall that if $E \subseteq \Omega$ is a Borel set, then $E$ is said to be of finite perimeter in $\Omega$ if the indicatrix function $\Pi_E$ has a bounded variation; in this case its perimeter $P(E)$ is defined by $P(E) = \nu_0(B_E)$, see Federer [1] and Giusti [1]. We also recall that if $E$ is a compact manifold with smooth boundary $\partial\Omega$, then $P(E)$ is the surface area of $\partial\Omega$ in the classical sense.

Much additional information on the free boundary $P(u)$ can be obtained through adequate Hausdorff measure estimates. This is the case of the
estimate
\[ u^{-1}(F(u) \cap B_R(x_0)) \subset u^{-1}([u > 0] \cap \partial B_R(x_0)) \]  
(32)
which will allow us to prove that \( F(u) \) has a nonnegative mean curvature (and even that \( F(u) \) is convex if \( N = 2 \)), when \( u \) is the solution of (1), (2) and \( u \) is assumed to have a nonnegative mean curvature. In order to explain the utility of estimate (32) we shall state it more precisely.

**Theorem 1.47.** Let \( u \) be the solution of (3), (4), corresponding to \( h \equiv 1 \).

Assume that
\[ \Delta u \text{ has a nonnegative mean curvature} \]  
(33)
Then, for any subdomain \( D \) of \( \Omega \) with piecewise smooth boundary \( \partial D \subset \Omega \) and with \( u^{-1}(F(u) \cap \partial D) = 0 \) we have
\[ \int_{\partial D} u^{-1} \leq \int_{\partial D} u^{N-1}. \]  
(34)

Before giving the proof of the above theorem, we shall give a first application.

**Theorem 1.48.** Assume (33), and let \( u \) be a solution of (3), (4) corresponding to \( h \equiv 1 \). Then every \( C^2 \)-portion of \( F(u) \) has a nonnegative mean curvature.

**Proof.** Suppose that a smooth portion of \( F(u) \) is given by \( x_N = \psi(x') \), where \( x' = (x_1, \ldots, x_{N-1}) \) varies in a ball \( B_R \), and \( u > 0 \) if \( x_N < \psi(x') \). Take \( \partial D \cap (x_N < \psi(x')) \) where \( x_N = \psi(x') - \varepsilon x'(x') \), \( \varepsilon > 0 \), \( \varepsilon \subset C^2(B_R) \).

Then (34) yields
\[ \int_{B_R} [1 + |\nabla u|^2]^{1/2} \leq \int_{B_R} [1 + |\nabla u - \delta \nabla \varepsilon|^2]^{1/2}. \]
From this, we deduce that \( \nabla \cdot \nabla u /[1 + |\nabla u|^2]^{1/2} > 0 \), and the assertion follows (see, e.g., Gilbarg-Trudinger [1], p. 356).

Now we return to the proof of estimate (32). This will carried out by using, in a fundamental way, the auxiliary function
\[ \psi(u) = \frac{u^q}{(2F(u))^{1/2}} \]  
(35)
where \( F(t) = \int_0^t f(s)ds = [1/(q+1)]u^{q+1} \). (Note that \( \psi = \psi_1 \), where \( \psi_1 \) is given in (33) of the Section 1.1). If \( u \) is any solution of (1), after some easy computations we obtain that in the set \( \{u > 0\} \) we have
\[ \Delta \psi(u) = \psi(u) \frac{1 - |\psi(u)|^2}{\psi(u)} \]  
(36)
where
\[ \psi(u) = \frac{F(u)}{(2F(u))^{1/2}} \]  
(37)
where \( f(u) = u^q \), \( 0 < q < 1 \). Note that \( \phi(t) \) is a positive \( C^1 \) function of \( t \) away from \( t = 0 \), whereas near \( t = 0 \), \( \phi(t) \) is constant > 0. Now, we recall that by Theorem 1.24.

\[ |\nabla u|^2 \leq 2F(u) \text{ in } \Omega. \]

Then
\[ |\nabla \psi(u)| \leq 1 \]  
(38)
and, in consequence,
\[ \Delta \psi(u) \geq 0 \text{ in } \{u > 0\}. \]  
(39)
That (38) and (39) lead to estimate (32) can be proved, formally, in the following way. Assume \( F(u) \) smooth and let \( x_0 \in F(u) \). By the Green's formula
\[ \int_{u > 0} \nabla \psi(u) \cdot \nu dS + \int_{F(u) \cap \partial B_R(x_0)} \nabla \psi(u) \cdot \nu dS \leq \int_{\{u > 0\} \cap \partial B_R(x_0)} \nabla \psi(u) \cdot \nu dS. \]
Using (38), (39) and assuming that \( |\nabla \psi(u)| + 1 \) if \( \text{dis}(x, F(u)) > 0 \), we obtain (32).
Now we shall make the above observation rigorous. We shall need the following estimate on the Hausdorff measure, due to Alt-Phillips [1].

**Theorem 1.49.** Let \( u \) be the solution of (3), (4) with \( h \equiv 1 \). Then

\[
\Delta \psi(u) = \lambda + \Pi_{(u \neq 0)} \psi(u) - \frac{1 - |\Delta \psi(u)|^2}{\psi(u)} \tag{40}
\]

where \( \lambda \) is absolutely continuous with respect to \( dH^{N-1}_{F(u)} \) \( (L \text{ means "restriction to"}) \). More precisely,

\[
d\lambda = dH^{N-1}_{F(u)} \frac{\theta(x) \cdot dH^{N-1}_{F(u)}}{\theta(x) \in C}, \quad 0 < \theta \in \mathbb{C}, \tag{41}
\]

(\( F(u)_{\text{red}} \) and \( F(u)_{\text{sing}} \) defined as in Federer [1], Chap. 4), and

\[
\Pi_{(u \neq 0)} \psi(u) \frac{1 - |\Delta \psi(u)|^2}{\psi(u)} \in L^1(\Omega). \tag{42}
\]

Now we shall integrate by parts correctly.

**Proposition 1.50.** Let \( D \) be as in Theorem 1.47. Then

\[
\int_D \Delta \psi(u) = \int_{\partial D \cap (u \neq 0)} \lambda \cdot \nu dH^{N-1} \tag{43}
\]

**Proof.** The equality (43) is just the Green's formula for a function \( \psi(u(x)) \) whose Laplacian is a measure. We shall establish it by approximation. Let \( \psi(u)_{\varepsilon} \) be a mollification of \( \psi(u) \). Then, since \( \Delta \psi \) is a measure

\[
\Delta(\psi(u)_{\varepsilon}) \to \Delta \psi(u) \text{ as measures.} \tag{44}
\]

Moreover, \( \Delta \psi(u)(\partial D) = 0 \) due to (40), (41) and the assumption \( H^{N-1}_{F(u)} \cap \partial D = 0 \). Then, from (44),

\[
\int_D \Delta(\psi(u)_{\varepsilon}) = \int_D \Delta \psi(u) \tag{45}
\]

By the Green's formula for smooth functions we have

\[
\int_D \Delta(\psi(u)_{\varepsilon}) = \int_{\partial D} \nu dH^{N-1}. \tag{46}
\]

For any small \( \delta > 0 \), let \( V \) be any open neighborhood of \( F(u) \cap \partial D \) with \( \int_V dH^{N-1} < \delta \). On \( (\partial D - V) \cap \{u > 0\} \) we have \( \nu(\psi(u)_{\varepsilon}) + \nu(\psi(u)) \]

uniformly as \( \varepsilon \to 0 \). On the other hand,

\[
(2D - V) \cap \{u = 0\} \text{ is compactly contained in } \text{int}\{u = 0\},
\]

hence, if \( \varepsilon \) is small enough,

\[
(\text{int}\{u = 0\}) = 0 \text{ on } (2D - V) \cap \{u = 0\}.
\]

From (38) we deduce that \( |\nu(\psi(u)_{\varepsilon})| \leq 1 \), and, therefore, if \( \varepsilon \) is small enough

\[
\int_{\text{int}\{u = 0\}} \nu(\psi(u)_{\varepsilon}) < \delta.
\]

We now break the integral on the right-hand side of (46) into \( 2D \cap V \) and \( 2D - V \) and we obtain, letting \( \varepsilon \to 0 \), and then \( \delta \to 0 \),

\[
\int_{\partial D \cap (u > 0)} \lambda \cdot \nu dH^{N-1} + \int_{2D \cap V} \nu(\psi(u)) \cdot \nu dH^{N-1} \tag{47}
\]

Taking \( \varepsilon \to 0 \) in (46) and using (45) and (47), the assertion (43) is proved.

Finally the proof of Theorem 1.47 is obtained from (38), (39) and the following combination of Theorem 1.49 and Proposition 1.50.

**Corollary 1.51.** If \( D \) is as in Theorem 1.47, then

\[
\int_D dH^{N-1} + \int_{\partial D \cap F(u)_{\text{red}}} 0 \cdot dH^{N-1} = -\int_D \psi(u) d\mathcal{H}^{N-1} + \int_{\partial D \cap F(u)_{\text{sing}}} \psi(u) \cdot \nu dH^{N-1} \tag{48}
\]

We shall end this subsection by recalling an improvement of Theorem 1.47 (both of them due to Friedman-Phillips [1]). Let \( \Omega \) be an open half-space with \( H^{N-1}(\Omega \cap F(u)) = 0 \) and denote by \( \bar{S} \) the outward normal along \( \partial\Omega \).

Let \( D \) be a convex domain in \( \Omega \) with piecewise smooth boundary, such that \( \partial D \cap \Omega \neq \emptyset \) in an open neighborhood of \( \partial\Omega \cap \Omega \); then, recalling that \( F(u)_{\text{red}} \) is the set of points of \( F(u) \) where the exterior normal to \( \bar{S}(u) \) exists, we can state:

**Theorem 1.52.** Under the foregoing assumptions

\[
\int_{\{u > 0\} \cap \Omega \cap D} dH^{N-1} < \int_{\partial D \cap \{u > 0\} \cap \Omega} \frac{dH^{N-1}}{F(u)_{\text{red}}}.
\]

with strict inequality if \( |\{u > 0\} \cap D| > 0 \).
1.4c. Regularity of the free boundary and dependence with respect to a parameter in the equation.

The first regularity result for the free boundary $F(u)$ of the solution of (2), (3) is due to At-Phillips [1] and says that if $u$ satisfies some "flatness condition" at the origin in the direction $e_N$, then $F(u)$ is locally a $C^{1,\alpha}$ function.

**Theorem 1.53.** (a) Suppose $u$ is a solution of (3) in $B_1(0)$ and $0 \in F(u)$. There exist positive constants $\alpha, \beta > 0, \sigma_0, \tau_0$ and $C$ depending on $N$ and $\eta$ such that $\{x : |x_N| > \sigma_0\} \cap B_0(0) \subset N(u)$ with $\sigma \equiv \sigma_0$ and $\rho \equiv \tau_0$. $\sigma^B$ implies that $B_0(0) \cap F(u)$ is a graph of a $C^{1,\alpha}$ function $\varphi$ in the direction $e_N$; moreover, if $x' = (x_1, \ldots, x_{N-1})$,

$$|\varphi(x')| \leq C \rho \quad \text{for} \quad |x'| \leq \rho, \quad (50)$$

$$|\varphi(x) - \varphi(x')| \leq C \rho^\beta \quad \text{for} \quad |x|, |x'| \leq \rho. \quad (51)$$

(b) If $N = 2$ and $\partial$,

$$\limsup_{r \to 0} \frac{|N(u) \cap B_r(0)|}{|B_r(0)|} > 0 \quad (52)$$

then there exists a $\rho > 0$ such that $B_0(0) \cap F(u)$ is a $C^{1,\alpha}$ graph.

Some more information on the graph $\varphi$ giving the free boundary $F(u)$ can be obtained when the solution $u$ is constant on $\partial$. Before giving such a result we shall first obtain some estimates on the location of $F(u)$ when there is a parameter $\lambda$ in the equation. We shall use the notation

$$\Omega_\delta = \{x \in \Omega : d(x, \partial \Omega) > \delta\} \quad \delta > 0 \quad (53)$$

**Theorem 1.54.** Let $\Omega$ be a regular bounded open set of $\mathbb{R}^N$, $\lambda > 0$. Let $f$ be a continuous nondecreasing function such that $f(0) = 0$ and

$$\int_0^\infty \frac{ds}{F(s)^{1/2}} \leq + \infty \quad (54)$$

with $F$ primitive of $f$, $F(0) = 0$. Then, if $u$ is the solution of

$$-\Delta u + \lambda f(u) = 0 \quad \text{in} \quad \Omega \quad (55)$$

$$u = 1 \quad \text{on} \quad \partial \Omega \quad (56)$$

the null set $N(u)$ must satisfy the estimate

$$\frac{\Omega}{\sqrt[4]{\lambda}} + C_\eta \subset N(u) \subset \frac{\Omega}{\sqrt[4]{\lambda}} - C_\eta$$

for some positive constants $\gamma, C_1$, and $C_2$ independent of $\lambda$ and for $\lambda$ large enough.

**Proof.** First we establish the crude estimate

$$\frac{\Omega}{\sqrt[4]{\lambda}} - C_1 \subset N(u) \subset \frac{\Omega}{\sqrt[4]{\lambda}} + C_2 \quad (57)$$

where $K_1, K_2$ are positive constants independent of $\lambda$. Indeed, to prove the second inclusion it suffices to show that

$$||\nabla w||_{\infty} \leq K_1 \sqrt[4]{\lambda}$$

for some constant $K_1$. Since the function $w(x) = w(x/\sqrt[4]{\lambda})$ satisfies

$$-\Delta w + f(w) = 0 \quad \text{in} \quad \Omega \quad \text{with} \quad \Omega = \{x/\sqrt[4]{\lambda} : x \in \Omega\} \quad (58)$$

and by the standard regularity $f(w) \in C^\infty(\mathbb{R})$, we have that $||\nabla w||_{\infty} \leq K_1$ (see, e.g., Chapter 4), for some constant $K_1$, and (57) holds. We also recall that the first inclusion in (56) was obtained in Theorem 1.9 (note that $\eta/M = K_2/\sqrt[4]{\lambda}$ for some suitable constant $K_2$).

Now we shall prove the first inclusion in (55). Let $y \in \partial \Omega$ and let $B_R(y)$ be a ball in $\Omega$ with $y \in \partial B_R(y)$. Let $U$ be the solution of (53), (54) on $B_R$ instead of on $\Omega$. By the comparison results, $u \subset U$ a.e. and by the uniqueness $U$ is a nondecreasing radially symmetric function $u \equiv U(r), r = |x-x_0|$. The function $U$ satisfies

$$U'(r) - \frac{N-1}{r} U'(r) + \lambda f(U(r)) = 0, \quad (59)$$

and so the function

$$Z(s) = U(R - \frac{\sqrt[4]{\lambda}}{\sqrt[4]{\eta}} + \frac{s}{\sqrt[4]{\lambda}}) \quad (\gamma_0 \text{ to be determined})$$
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verifies
\[ Z^\prime + f(Z) = 0, \quad \rho = R - y_0 R \sqrt{\lambda}. \]  
(59)

Since \( U(r) \geq 0 \), the support of \( Z(0) \) consists of one interval, namely \( 0 \leq s \leq y_0 \). From (56) applied to \( U \) in \( B_R(x_0) \), we have \( y_0 \leq k_2, k_3 \) independent of \( \lambda \). Multiplying both sides of (59) by \( Z^\prime(s) \), we get
\[
\frac{1}{2} \left((Z^\prime(s))^2\right)' + \frac{(N-1)}{\rho \sqrt{\lambda} + s} (Z^\prime(s))^2 = [F(Z(s))]'.
\]

Hence
\[
\left((Z^\prime(s))^2\right)' + \frac{C}{\sqrt{\lambda}} (Z^\prime(s))^2 \geq \frac{1}{2} [F(Z(s))]'.
\]

where \( C > 0 \) is independent of \( \lambda \). From this we obtain
\[
\left((Z^\prime)^2 e^{\frac{C}{\sqrt{\lambda}}} \right)' \geq \frac{1}{2} e^{\frac{C}{\sqrt{\lambda}}} [F(Z)]'.
\]

Integrating and using the relations \( Z^\prime(0) = 0 \) and \( F(Z(0)) = 0 \), we get
\[
(Z^\prime(s))^2 \geq \frac{1}{2} e^{\frac{C}{\sqrt{\lambda}}} \int_0^s e^{\frac{C}{\sqrt{\lambda}}} F(Z(t)) \, dt =
\]
\[
= \frac{1}{2} F(Z(s)) - \frac{C}{\sqrt{\lambda}} \int_0^s e^{\frac{C}{\sqrt{\lambda}}}(s-t) F(Z(t)) \, dt.
\]

Recalling that \( Z^\prime(t) \geq 0 \) we get
\[
Z^\prime(s) \geq (1 - \frac{C}{\sqrt{\lambda}}) \left( \frac{1}{2} F(Z(s)) \right)^{1/2}.
\]

Now we consider \( \xi(s) \) solution of the Cauchy Problem
\[
\xi^\prime(s) = (1 - \frac{C}{\sqrt{\lambda}})^{1/2}(\frac{1}{2} F(Z(s)))^{1/2},
\]
\( \xi(0) = 0 \)

Such a function \( \xi \) can be built in the following way. Consider the problem
\[
\eta^\prime(t) = \left( \frac{1}{2} F(n(t)) \right)^{1/2} \quad \text{for} \quad t < 0
\]
\( n(0) = 1 \).

There exists a unique solution of this system as long as \( \eta(t) > 0 \) and it determines a unique positive number \( \gamma \) such that \( \eta(-\gamma) = 0 \). Letting \( \lambda^\prime(r) = \eta(\gamma r) \) we have
\[
\tilde{\xi}^\prime(r) = \left[ \frac{1}{2} F(\tilde{\xi}) \right]' \quad \text{for} \quad 0 < r < \gamma, \quad \tilde{\xi}(0) = 0, \quad \tilde{\xi}(r) > 0 \quad \text{for} \quad 0 < r < \gamma
\]

and \( \tilde{\xi}(\gamma) = 1 \). Finally we take \( \xi(s) = \tilde{\xi}(s(1 - C/\lambda)^{1/2}) \). Since \( U(R) = 1 \) means \( Z(y_0) = 1 \), we conclude that
\[
y_0(1 - C/\lambda)^{1/2} \leq \gamma.
\]

Recalling that \( u \leq U \), we deduce that
\[
N(u) \geq B_R - y_0 R \sqrt{\lambda / x_0} \geq B_R - y_0 / \sqrt{\lambda} C / \lambda (x_0).
\]

Thus, the first part of (55) follows. To prove the second part, we introduce the following shell \( \tilde{\sigma} \) : the inner boundary is a sphere \( S_R \) in \( \mathbb{R}^N - \Omega \) which contains a point \( y \in \partial \Omega \), and the outer boundary is a sphere \( S_R \) containing \( \tilde{\sigma} \). Let \( V \) be the solution of (53),(54) for the shell \( \tilde{\sigma} \). Again, by the comparison and uniqueness results, \( V = V(r) \), \( r = |x - x_0| \) for some \( x_0 \in \mathbb{R}^N \), \( V(r) \leq 0 \) and \( V \leq u \) a.e. in \( \Omega \). The function
\[
\tilde{Z}(s) = V(R + \frac{s}{\sqrt{\lambda}} - x_0)
\]

can be analyzed similarly to \( Z(s) \). Thus we find that
\[
\tilde{Z}(s) \in \tilde{\xi}(1 + C/\lambda)^{1/2} \quad , \quad \gamma (1 + C/\lambda)^{1/2} \leq \gamma,
\]

and this yields the second part of (55) if we let \( y \) vary over \( \partial \Omega \) in the above construction of \( \tilde{\sigma} \).

We end this subsection with a result due to Friedman - Phillips[1] improving Theorems 1.53 and 1.54, when \( f(s) = s^0 \). We shall assume now that \( \partial \Omega \) have a \( C^{1,\alpha} \) local parametrization in neighborhood of a point \( x^0 \) given by \( x = \phi(x') \), \( x' = (x_1, \ldots, x_{N-1}) \), \( x^0 = \phi(0) \). We also denote by \( \nu(x') \) the inner normal to \( \partial \Omega \) at \( \phi(x') \).
Theorem 1.55. There exist positive constants $\sigma_1, \sigma_2$ such that for any $\lambda$ sufficiently large, if $u$ satisfies (53) with $f(s) = s^q$, $0 < q < 1$, and (54), then $P(u)$ is a $C^{1,\alpha}$ surface; furthermore, in terms of local coordinates $x = \Phi(x')$, $P(u) \cap B_R(\Phi(0))$ can be represented (for small enough $R$) in the form $x = \Phi(x') + k(x', \lambda) \nu(x')$ with $k(x', \lambda)$ satisfying, as a function of $x'$,

$$|\nu_x| \leq C/\lambda^{\gamma_1} \quad (x' \in B_R(0))$$

and

$$|k|_{C^{1,\alpha}(B_R(0))} \leq C.$$  

Remark 1.25. The above result improves Theorem 1.54 in the sense that now we know that the free boundary $P(u)$ is a smooth surface parallel to $\partial \Omega$ at a distance $C/\lambda^{\gamma_1} + O(1/\lambda)$, for some constant $C$ independent of $\lambda$.

More information on the dependence of $P(u)$ with respect to $\lambda$ is given in the next section.

1.4d. Geometrical properties of the free boundary.

From Theorems 1.48 and 1.56 it seems natural to expect some stronger geometrical properties such as, for instance, the convexity of the free boundary $P(u)$, the solution of (1) (2), assuming $\Omega$ to be a smooth convex domain. We shall prove that property, but only in the special case of two-dimensional domains $\Omega$.

We first study the components of the null set $N(u)$. Here by a component of $N(u)$ we mean a maximal connected subset of $N(u)$. Note that any component is necessarily a closed set.

Theorem 1.56. Let $\Omega$ be a two-dimensional convex domain, $u$ solution of (3), (4) with $h \equiv 1$ and let $T$ be a component of $N(u)$ with nonempty interior. Then $T$ is a convex domain with $C^{1,\alpha}$ boundary and

$$\text{dist}(T, \partial N(u) - T) > 0.$$  \hspace{1cm} (59)

Using now Theorem 1.55 we obtain:

Corollary 1.57. Let $\Omega$ be a two-dimensional convex domain and $u$ solution of (3) with $f(s) = s^q$, $0 < q < 1$, and (54). Then if $\lambda$ is sufficiently large, $N(u)$ is a convex domain with $C^{1,\alpha}$ boundary.

Proof of Theorem 1.56. Let $Q$ be an interior point of $T$ and let $l_1, l_2$ be rays initiating at $Q$ and forming an angle less than $\pi$. These rays intersect $\partial \Omega$ for the first time, say, at $P_1$ and $P_2$. We form the triangle $G = \{P_1, P_2, Q\}$ and claim that

$$\{u > 0\} \cap G = \emptyset.$$  \hspace{1cm} (60)

Indeed, otherwise, Theorem 1.52 gives (assuming first that

$$h^{-1} \mathbb{1}_{(P_1, P_2)} \mathbb{1}_{N(u)} = 0)$$

$$\int_{P_1 \mathring{P}_2 \cap (u > 0)} f(u) \cdot \nu(u) \cdot n_{\partial G}$$

(61)

On the other hand, from Corollary 1.51 and (39), we obtain a contradiction with (61).

If $h^{-1} \mathbb{1}_{(P_1, P_2)} \mathbb{1}_{N(u)} > 0$, since $h^{-1} \sigma_{\text{loc}}(P(u)) = 0$, then we can find $\mathring{P}_1, \mathring{P}_2$ with $\mathring{P}_1 \in \mathring{P}_1 \cap P_2 - \mathring{P}_2$ and $P_3, P_4, P_5$ arbitrarily small so that $h^{-1} \mathbb{1}_{(P_1, P_2)} \mathbb{1}_{N(u)} = 0$ and $(P_1, P_2, Q)$ still violates (59) (since $u > 0$) is open. The previous argument can then be applied to $(P_1, P_2, Q)$ in order to derive a contradiction.

Having proved (60), we now denote by $T$ the union of segments $\overline{P_1}$ when $l_1$ varies over all possible directions. From (60) it follows that $T_b$ is in $\partial T$; in particular, it is Lipschitz continuous. Since $N = 2$, we can apply Theorem 1.53 (b). It then follows that $T_b$ is in $C^{1,\alpha}$ and $u > 0$ in some $(\partial T - T_b)$-neighborhood of $\partial T_b$. Hence $T = T_b$ and (59) holds.

The study of the free boundary for the equation (53) depending on a parameter $\lambda$ is completed with the following result (like the above one, due also to Friedman-Phillips [11]).

Theorem 1.57. Let $\Omega$ be a two-dimensional convex domain and $u$ satisfy (53), with $f(s) = s^q$, $0 < q < 1$, and (54). Then the null set $N(u)$ is either a closed convex domain with $C^{1,\alpha}$ boundary, or a single point, or empty.
The convexity of the free boundary \( R(u) \) for the exterior problem has been shown in Caffarelli-Spruck [1] (see also Kawohl [5]) with no restriction on the dimension of the space. More precisely, let \( G \) and \( \Omega \) be convex sets in \( \mathbb{R}^N, N \geq 1 \), with \( G \) strictly contained in \( \Omega \), and let \( u \) be the unique solution of

\[
- \Delta u + f(u) = 0 \quad \text{in} \quad \Omega - G
\]

\[
u = 1 \quad \text{on} \quad \partial G, \quad u = 0 \quad \text{on} \quad \partial \Omega ,
\]

where \( f \) is a continuous nondecreasing function such that \( f(0) = 0 \). Then in the above references it is proved that the level surfaces \( \{x : u(x) > t\}, \ t \in [0,1] \) are convex. We remark that the same conclusion is true for the solution \( u \) of

\[
- \Delta u + f(u) = 0 \quad \text{in} \quad \mathbb{R}^N - G
\]

\[
u = 1 \quad \text{on} \quad \partial G,
\]

assumed that \( f \) satisfies the hypothesis

\[
\int_0^s \frac{ds}{F(s)^{1/2}} \leq +
\]

Indeed, by Theorem 1.9 (or Theorem 1.18) we know that the support of \( u \) is bounded. So, there exists \( R > 0 \) such that \( G \subset S(u) \subseteq B_R(0) \) and then, by uniqueness, \( u \) coincides with the solution of (62), (63) corresponding to \( \Omega = B_R(0) \). It is also interesting to note that the proofs of Theorem 1.56 and of the above property are completely different. On this occasion, the convexity of the level sets \( \{x : u(x) > t\} \) is obtained by showing that \( u(x) = \min(u(x), u(y)) \) for every \( x, y \in \Omega \) and \( z = \lambda x + (1 - \lambda)y, \lambda \in (0,1) \). (See details in the cited reference, already compiled in the book by Friedman [3]). Finally we remark that problem (3), (4) with \( \delta = 1 \) cannot be reduced to an exterior problem like (62), (63). Indeed, if \( u \) satisfies (3) on a convex set \( \Omega \) and with \( \nu = 1 \) on \( \partial \Omega \), then the tentative change of variable \( \nu = 1 - u \) reduces the problem to

\[
- \Delta \nu - f(1 - \nu) = 0 \quad \text{in} \quad \Omega - G
\]

\[
u = 1 \quad \text{on} \quad \partial G \quad \text{and} \quad \nu = 0 \quad \text{on} \quad \partial \Omega ,
\]

where \( G \) is, for instance, a ball \( G = B_{R}(x_0) \) contained in the set \( N(u) \) (note that \( U = 1 \) on \( N(u) \)). The impossibility of applying the result of Caffarelli-Spruck [1] is due to the fact that now \( \Delta \nu \leq 0 \) in contrast with the case of equation (62).

A weaker property that the convexity of \( F(u) \) is the starshapedness of this free boundary with respect to a point \( x^0 \in \mathbb{R}^N \) assumed the domain to be starshaped with respect to that point. We shall prove this for nonnegative solutions of the \( x \)-dependent equation

\[
- \Delta u + \theta(x) u^q = 0 \quad \text{in} \quad \mathbb{R}^N .
\]

The above equation has been considered in Remark 1.8. We recall that if, for instance, \( 0 < q < 1 \) and

\[
\theta(0) < 0 \quad \text{and} \quad \lim_{|x| \to +} \inf \theta(x) > 0
\]

then by Proposition 1.11, any nonnegative solution of (66) has compact support.

Theorem 1.58. Let \( \theta(x) \) be a locally Lipschitz function satisfying (67) as well as

\[
x \cdot \nu \theta(x) \geq 0
\]

\[
\theta(0) \quad \text{is a} \quad C^{1,\alpha} \quad \text{surface} .
\]

Then the support \( S(u) \) of any nonnegative solution of (66) consists of a single starlike component about the origin, and \( F(u) \) is Lipschitz.

We first need a preliminary result.

Lemma 1.59. Under the hypotheses of the above theorem the function

\[
\frac{u^{1-q}(x)}{|x|^2}
\]

is decreasing along rays from the origin and tends to zero at \( F(u) \).

Proof. Set \( \varphi(x) = u^{1-q}(x) \) and \( w = r \varphi - 2 \varphi \), \( r = |x| \). Then assuming

\[
\Delta w = r \Delta \varphi \varphi_w =
\]

\[
(1-q) r \varphi - \frac{q}{1-q} \left[ - \frac{1}{q} \varphi \right] \varphi + \sum_{j,k=1}^{N} \frac{2 \partial_{x_j} \varphi}{\varphi} \partial_{x_j} \varphi_{j,k} \varphi_{j,k} .
\]
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But
\[
\sum_{j,k=1}^{N} x_j w_{jk} = \sum_{k=1}^{N} (w_k + w_{jk})
\]
so that
\[
\sum_{j,k=1}^{N} \frac{2w_k}{\varphi} x_j w_{jk} = \sum_{k=1}^{N} \frac{2w_k w_{jk}}{\varphi} + 2 \left| \frac{w_{jk}}{\varphi} \right|^2.
\]

Moreover
\[
\frac{|w_{jk}|^2}{\varphi^2} \geq \frac{|w_{jk}|^2}{\varphi^2} + 2 \left| \frac{w_{jk}}{\varphi} \right|^2.
\]

Inserting this equality into (70) we have
\[
\Delta w = \left(1-q\right) r \partial_r - \frac{2q}{\left(1-q\right)} \sum_{k=1}^{N} \frac{w_k w_{jk}}{\varphi} + \frac{q}{\left(1-q\right)} \left| \frac{w_{jk}}{\varphi} \right|^2.
\]

But by (68) \( r \partial_r \geq 0 \), and then
\[
\Delta w + \frac{2q}{\left(1-q\right)} \sum_{k=1}^{N} \frac{w_k w_{jk}}{\varphi} - \frac{q}{\left(1-q\right)} \left| \frac{w_{jk}}{\varphi} \right|^2 \geq 0.
\]

On the other hand, \( w \) tends to zero on \( S(u) \), due to the following inequality, proved in Spruck [1] by using the assumption (69)
\[
|w_{jk}| \leq \frac{1-q}{u_{q}} \left| \frac{w_{jk}}{\varphi} \right| \leq C u^{-q},
\]

(note that such an inequality was proved in Theorem 1.24 for the Dirichlet problem). Then, by the maximum principle, we obtain that \( w < 0 \) on \( S(u) \) and that gives the conclusion, since
\[
\frac{d}{dr} \left( \frac{w}{r^2} \right) = r^2 w < 0 \quad \text{in} \quad S(u).
\]

Finally the restriction \( u \in C^3 \) can be easily removed to \( u \in C^{2,\delta} \) by standard approximation arguments.

**Proof of Theorem 1.58.** Lemma 1.59 already shows that \( S(u) \) is a single starlike component about 0. To show that \( F(u) \) is Lipschitz it suffices to show that if we choose a new origin \( x_0 \) sufficiently close to 0, then
\[
\phi/r^2 \quad \text{(now \( r = |x-x_0| \)) is decreasing in a neighborhood of \( S(u) \).}
\]

Let \( \delta > 0 \) and \( \lambda > 0 \) such that \( \{x : 0 < u < \delta\} \subset \{x : 0 > \lambda\} \). Then by the proof of Lemma 1.59, \( w < 0 \) on \( S(x : 0 < u < \delta) \). Let \( |x_0| \) be so small that
\[
\bar{w} = (x-x_0) \cdot \nabla \phi = \bar{w} = |x_0| |\nabla \phi| \quad \text{on} \quad \{u = \delta\}
\]

By assumption, \( x \cdot \nabla \bar{w} > 0 \) on \( \{u = \delta\} \); hence, we may also assume \( x \cdot \nabla \bar{w} > 0 \) for \( |x_0| \) small. Repeating the argument of Lemma 1.59 we obtain that \( \bar{w} < 0 \) in \( \{x : 0 < u < \delta\} \), which says that \( \phi/r^2 \) is decreasing near \( S(u) \) as required.

**Remark 1.27.** The starshapedness of the free boundary \( F(u) \) for solutions of the exterior problem (62), (63) has been obtained in Kawohl [4] by using a rearrangement method. (See also Kawohl [1] for another proof using the starshapedness function \( S(\lambda,x) = u(\lambda x) - u(x) \), \( \lambda 
(0,1) \times \Omega \)).

**1.5. BIBLIOGRAPHICAL NOTES**

The study of the free boundary \( F(u) \) for solutions of nonlinear elliptic problems seems to have its origins in certain results on the compactness of the support for some special variational inequalities (Berkovitz-Pollard [1], Aychmuty-Beals [1], Brezis-Stampacchia [2]). After this, a systematic study for general second order variational inequalities on unbounded domains was made in Brezis [7], by means of the comparison principle.

Concerning semilinear elliptic equations, it seems that some particular solutions with compact support were first known in the study of stationary solutions of the porous media equation with absorption (Martinson-Pavlov [2]). Independently, and at the same time, a systematic study of solutions with compact support of semilinear equations in \( \mathbb{R}^N \) was made by Benilan-Brezis-Crandall [1].

The treatment of quasilinear equations was started, from a physical point of view, by Martinson-Pavlov [1] and, mathematically, in a more general formulation, by Diaz-Herrero [1], [2].

The free boundary \( F(u) \) for bounded domains was first studied in the context of some particular problems in chemical engineering, (Aris [1]).

Mathematically, the free boundary \( F(u) \) in bounded domains was first studied in the context of variational inequalities (Bensoussan-Brezis-Friedman [1]) and then extended to general (single or multivalued) second order nonlinear
equations by Diaz [4]. We also mention in this context the early works of Bandle-Sperb-Stakgold [1], Brauner-Nicolaenko [1], Diaz-Hernandez [1] and Stakgold [2].

Section 1.1. The results of this section develop some ideas of Diaz [4]; in particular, that of deriving the existence and location estimates on $P(u)$ from the existence of nontrivial solutions of the associated homogeneous Cauchy problem was already proposed. The study of the autonomous Cauchy problem is well known (the proof of the necessity in Theorem 1.4 follows Bandle-Sperb-Stakgold [1]). For the nonautonomous problem, it seems that only the case of homogeneous nonlinearities had been considered before (Diaz-Hernandez [1]). We point out that local super-solutions for general second order semilinear equations were already exhibited by Evans-Knerr [1] in the study of some parabolic problems. Nevertheless, such functions are not radially symmetric (see Lemma 2.39).

The ordinary differential equation (31), with other initial (or boundary) conditions, has been largely considered in other contexts such as, for instance, in the study of particular solutions of the porous media and other nonlinear parabolic equations (see the references to the works by Aronson, Atkinson, Gilding, Peletier and many others compiled in Diaz [7]); the study of removable singularities of nonlinear elliptic equations (see Veron [3] and the references therein); etc. Another nonautonomous ODE, amply treated in the literature, is the equation $u'' = a(t)u^q$ (see, for instance, the works of Fowler, Kiguradze, Taliaferro, Chanturia and others in the survey by Kong [1] and the recent treatment by Peletier-Tesei [1], [2]). We also mention here the results concerning nonoscillatory solutions of higher order ODEs of Kiguradze [1] and Svec [1], [2].

Returning to the problem in PDEs, we point out that Theorem 1.9 can also be applied to the minimal surfaces equation (see (20) of Section 4.1 and Remark 1.2). It also holds for functions $g$ merely in $L^1_{loc}(\Omega)$ or $M(\Omega)$ (bounded measures on $\Omega$). Thus sharp estimates on the location of $P(u)$ when $g \in L^1$ were used by Galleux-Morel [3] as a first step to derive an existence theorem for data $g \in L^1_{loc}(\mathbb{R}^N)$. Remark 1.7 follows Vazquez [1]. More recent references on the applications mentioned in Remark 1.8 are Aronson [1], Pozio-Tesei [1], [2], Peletier-Tesei [1], [2] and Badifi-Diaz-Tesei [1]. Theorems 1.13 and 1.14 seem to be new (a complete proof of Theorem 1.13 is given in Diaz [6]).

The boundary estimates given in Subsection 1.1c and, in particular, the property of nondiffusion of the support (Theorem 1.16), may be understood as an elliptic version of the waiting time property, well known for the porous media and other nonlinear parabolic equations (see, e.g., Knerr [1]). The results of this subsection seem to be new in the literature.

Theorem 1.18 is taken from Diaz-Herrero [2], where the previous results of Benilan-Brezis-Crandall [1] were generalized (in fact in Diaz-Herrero [2] the pseudo-Laplacian operator considered is the one given by (6) of Section 2.4). We also mention the approach of Veron [2] and Barbu [1] who consider semilinear equations as a second order evolution equation. Estimates on the support of the solution of the semilinear equations with $g = \delta$ (the Dirac delta) are due to Morel (personal communication). The compactness of the support may also be proved for other nonlinear equations not satisfying the assumptions of Theorem 1.18 but of a rather particular formulation. This is the case of the Thomas-Fermi model (see Lieb-Simon [1] and the results of Benilan and Brezis presented in Brezis [9]), as well as that of the vortex rings equation (Fraenkel-Berger [1]). A very complete survey of these and other variational problems with potentials can be found in Friedman [3]. Finally, we remark that Theorem 1.19 comes from an idea of Moet [1] for variational inequalities.

Section 1.2. The strong maximum principle given in Theorem 1.20 is due to Vazquez [5] and can be understood as a nonuniqueness continuation property. A partial result, in this direction, may be derived asymptotically from the results of Bertsch-Kersner-Peletier [1] for the porous media equation with absorption.

The positivity of bounded solutions given in Theorem 1.23 is taken from Bandle-Sperb-Stakgold [1]. As indicated, their proof uses some gradient estimates called "the best maximum principle" by Payne. The proof is taken from Mossino [1]. Another positivity result can be found by adapting a result of Bandle [2] for parabolic semilinear equations.

Section 1.3. In Definition 1.1 we follow the usual notion of distribution function; decreasing and symmetric rearrangement of a function $u$ by using $|u|$ instead of $u$. Nevertheless, for some purposes (see Theorem 2.22), sometimes it is interesting to work with the signed rearrangement of $u$ (see
details in Mossino [2]). For other different rearrangements, refer to the books by Bandle [1] and Kawohl [7]. Theorem 1.25 contains several basic properties of the symmetric rearrangement. Property (i) is easy to prove by using the Lebesgue-Stieltjes integral with respect to dμ (see, e.g., Hilden [1]). Properties (ii) and (iii) are due to Hardy and Littlewood and to Riesz, respectively (see a proof in Hardy-Littlewood-Polya [2]). Inequality (iv) was proved in Crandall-Tartar [1]. Finally, we comment on the important property (v). The observation that the Dirichlet integral \( \int |\nabla u|^2 \, dx \) diminishes under symmetrization, assumed \( u = 0 \) on \( \partial \Omega \), was one of the starting points in the study of isoperimetric inequalities in mathematical physics (see Polya-Szego [1]). There are several proofs of property (v) according to the regularity assumed on \( u \). Here we only mention the proof of Talenti [1] (by using the Fleming-Rishel formula) as well as those of Lieb [1] (for \( p = 2 \)) and Berestycki-Lieb [1] (derived from some arguments which are more elementary). Other references relating to a more general inequality can be found in Kawohl [7].

It seems that the first application of rearrangement techniques to obtain a priori estimates of solutions of PDEs was given by Weinberger [1] for linear equations. A sharper result, containing the comparison \( u^* \leq v \) of Theorem 1.26, was proved by Talenti [1, 2] for linear equations and, later, by Talenti [3] for nonlinear equations (see also an alternative proof in Lions [1]). The general comparison \( f(u^*) \leq f(v) \) of Theorem 1.26 was first shown by Chiti [1] and Lions [1] for the linear case and later by Maderna [1], Vazquez [3] and Mossino [2] for nonlinear equations. The proof given here is inspired by earlier ones and makes precise some delicate points as, for instance, the proof of (53)).

An earlier and different proof of Theorem 1.29 for the semilinear equation and \( f \) Hölder continuous, was given by Bandle-Sperb-Stakgold [1]. We remark that for the exterior problem such a result is not true, in general. In this case, the inequality similar to (14) involves some capacity terms (see Diaz [6]). Lemma 1.33 is due to Hardy-Littlewood-Polya [1] but the proof given here follows Bandle-Stakgold [1].

The results of Subsection 1.3a may be easily generalized to other equations, in the light of the works by Alvino-Trombetti [1, 2, 3], Talenti [4] and Trombetti-Vazquez [1]. We also mention the work by Alvino-Lions-Trombetti [1] in which it is proved, essentially, that if \( u^* = v \) then necessarily \( u \) is radially symmetric (this is used in the proof of Theorem 1.36). A work related to the proof of Theorem 1.36, for quasilinear equations and in any dimension, is that by Mossino [3]. Theorem 1.36 is new. We point out that assumption (71) holds if \( u \) is regular; this can be checked by applying the maximum principle to \( u_\rho \).

Section 1.4. The careful study of solutions of free boundary problems near the free boundary was started by Caffarelli [1, 5] for the obstacle problem (taking, for instance, \( q = 0 \) in equation (3)) and, later, systematized by Alt-Caffarelli [1] for a problem in jet flow theory (for \( q = -1 \) in equation (3)). (See Friedman [3] for a very complete treatment of such a problem.)

The results for the semilinear equation (1) are due to Phillips [2], Alt-Phillips [1] and Friedmans-Phillips [1]. We refer the reader to those works for some more general formulations, remarks and bibliographical references.

Concerning Subsection 1.4d we remark that the convexity of \( \Omega(u) \) for two-dimensional domains (Theorem 1.56, taken from Friedman-Phillips [1]) has recently been generalized by Caffarelli-Friedman [1] (strict convexity of function of \( u \)) and by Korevaar-Lewis [1] and Kawohl [6] (for domains of arbitrary dimension). Many other geometrical properties, including star-shapedness, the exterior problem, quasilinear equations, among other topics as well as an abundant literature, can be found in the recent monograph by Kawohl [7].

To end this subsection we mention that, to the author's knowledge, prop that seem to be unexplored included the following: the numerical approach to the free boundary \( \Omega(u) \); some general stability results on \( \Omega(u) \) with respect to \( f,g,h \) and \( \alpha \); and the study of free boundary, of degenerate quasi linear equations.
2 The free boundary in other second order nonlinear equations

The existence and properties of the free boundary $F(u)$ are examined for some second order nonlinear problems under formulations or assumptions not contemplated in the first chapter. Again, the comparison principle will be suitably applied.

The chapter starts with the consideration of several semilinear equations with nonmonotone perturbation, in Section 2.1. The extension of the results of Chapter 1 to general multivalued equations is made in Section 2.2, where the perturbation term in the equation is now assumed to be a general maximal monotone graph of $\mathbb{R}^2$. This allows the consideration of the obstacle problem, of the zero order reactions and of a general stationary porous media equation with absorption, among other examples.

In Section 2.3 the perturbation term has a singularity at the origin and is a decreasing function. A new phenomenology appears as a result of the lack of uniqueness.

Equations non-invariant by symmetries (or nonisotropic) are considered in Section 2.4, in which we examine the existence of the free boundary when originated by a suitable diffusion-convection balance. Also, some previous results are extended to fully nonlinear equations. The free boundary associated with solutions of the Hamilton–Jacobi–Bellman equations is also considered.

Finally, other boundary conditions are treated in Section 2.5 as well as the problem of thin obstacles, also called the Signorini problem.

2.1 Equations with a nonmonotone perturbation term.

The main goal of this section is to point out how the free boundary $F(u)$ studied in the last chapter also appears when the perturbation function $f$ is not monotone or more precisely, when $f$ may be decreasing for some real values. The main difficulty in the study of this problem comes from the fact that the comparison principle cannot be applied and so many different solutions may exist. In any case we shall restrict ourselves to the consideration of nonnegative solutions $u \geq 0$.

A first nonmonotone equation which can be easily studied corresponds to the case in which $f$ is bounded from below by a nondecreasing function $f_0$. The main tool to be used is the following comparison result.

Theorem 2.1. Let $p > 1$, $g \in W^{1,p}(\Omega)$ and $h \in W^{1,p}(\Omega)$, $g \geq 0$, $h \geq 0$.

Let $f$ be a real continuous function satisfying

$$\exists f_0, \text{ nondecreasing and continuous with } f_0(0) = 0 \text{ and such that } 0 \leq f_0(r) \leq f(r) \text{ for every } r \geq 0.$$

Let now $u_f \in W^{1,p}(\Omega)$ be any nonnegative solution of the problem

$$-\Delta_p u + f(u) = g \quad \text{in } \Omega,$$

$$u = h \quad \text{on } \partial \Omega.$$  \hspace{1cm} (2)

Then $0 \leq u_f \leq u_{f_0}$ in $\Omega \setminus \Omega_0$.

With respect to the free boundary $F(u)$ associated to any solution of (2), (3) we can now state the following result as a consequence of the above theorem (proved in Chapter 4) and Theorem 1.9.

Corollary 2.2. Under the hypotheses of Theorem 2.1, if in addition

$$\int_0^1 \frac{ds}{F_0(s)^{1/p}} < \infty,$$

where $F_0(t) = \int_0^t f_0(s) ds$, and if $u$ is any nonnegative solution of (2), (3) then

$$N(u) = \{(x \in N(g) \mid N(h) \mid_{\partial \Omega}) : d(x, S(g) \mid S(h) \mid_{\partial \Omega}) > \varepsilon + L(\varepsilon)\}$$

where $L(\varepsilon)$ is given by $L = L_1(M(\varepsilon))$, with $L_1/M$ defined from $f_0$ by (3).}

Section 1.1 and $N(\varepsilon)$ is any bound of the supremum of $u_{f_0}$ on the set $\Omega_\varepsilon$. 
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of \( N(g) \cup N(h|_{\partial \Omega}) \) defined as in Theorem 1.9.1.

In the rest of this section we shall study some more concrete nonmonotone problems for which assumptions (1) and (4) are verified, as well as some others in which the inequality (1) only holds in a neighbourhood of the origin. In these cases much more precise information will be obtained. In Subsection 2.1a the relations among the null set of two different solutions are considered. A nonlinear system in which (1) holds locally is studied in Subsection 2.1b. Finally, some equations in which \( f \) is even negative for some real values is analyzed in Subsection 2.1c (unidimensional case) and Subsection 2.1d (radially symmetric solutions in \( \mathbb{R}^N \)).

2.1a. A nonmonotone semilinear equation in exothermic chemical reactions. As we have already pointed out in the Introduction, the study of a single, irreversible, steady-state reaction taking place in a smooth bounded domain \( \Omega \) of \( \mathbb{R}^N \), leads to the semilinear problem

\[
- \Delta u + \lambda f(u) = 0 \quad \text{in} \quad \Omega
\]

\[
u = 1 \quad \text{on} \quad \partial \Omega.
\]

If the reaction is exothermic then \( f \) is not monotone and, then, some natural assumptions are the following (see Aris [1]):

\[
f(t) = t^{1/2} f'(t) \quad \text{is} \quad 0 \leq t < \infty, \quad 0 < \theta < 1,
\]

\[
m \leq f(t) \leq M \quad \text{for some} \quad 0 < m < M < \infty
\]

\[
|f'_1(t)| < K \quad \text{for some} \quad K.
\]

(6)

(7)

(8)

(9)

(10)

The existence of classical solutions \( u \in C^2, \delta(\Omega) \) of (6), (7) can be obtained by different methods. For instance, a solution can be found by minimizing the functional

\[
J(v) = \int_{\Omega} \left( \frac{1}{2} |v|^2 + F(v) \right) dx, \quad F(t) = \int_0^t f(s) ds
\]

on the convex set \( X = \{ v \in H^1(\Omega) : v = 1 \text{ on} \ \partial \Omega \} \). In the following we shall call the solutions of (6), (7) obtained in this way, minimizer solutions. They are also classical solutions, due to the regularity results

\[
(\text{see Chapter 4}). \quad \text{We also recall that the uniqueness of solutions is not true in general and that a sufficient condition in this sense is}
\]

\[
f'(t) + \frac{f(t)}{1 - t} > 0, \quad 0 < t \leq 1
\]

(12)

(see Chapter 4).

Although the uniqueness of solutions is not assured, we can obtain some information about the difference between the solutions:

Theorem 2.3. a) If \( w_1, w_2 \) are two solutions of (6), (7) corresponding to \( \lambda_1 \) and \( \lambda_2 \), respectively, and if \( \lambda_1 \leq \lambda_2 \), then either \( w_2 \equiv w_1 \) and \( \lambda_1 = \lambda_2 \) or \( w_2 < w_1 \) on \( \{ w_2 > 0 \} \).

b) If \( u, v \) are two solutions of (6), (7) with \( u \leq v, u \neq v \), then

\[
N(v) \cap N(u) < \mathbb{R}^N
\]

(13)

Proof. a) Suppose there exists a point \( x_0 \in \Omega \) such that \( 0 < w_1(x_0) = w_2(x_0) \).

If \( \lambda_1 < \lambda_2 \), then

\[
\Delta(w_2 - w_1)(x_0) = (\lambda_2 - \lambda_1)f(w_2(x_0)) > 0
\]

which contradicts the fact that \( w_2 - w_1 \) attains its maximum at \( x_0 \).

If \( \lambda_1 = \lambda_2 \), then

\[
\Delta(w_2 - w_1) = \lambda_2 c(x)(w_2 - w_1)
\]

where

\[
c(x) = \begin{cases} 
\frac{f(w_2) - f(w_1)}{w_2 - w_1} & \text{if} \ w_2 - w_1 \neq 0 \\
0 & \text{if} \ w_2 - w_1 = 0.
\end{cases}
\]

By the strong maximum principle for linear equations (see e.g. Gilbarg- Trudinger [1]) \( w_2 - w_1 \equiv 0 \) in a neighborhood of \( x_0 \). Hence the set \( \{ x : w_2 = w_1 \} \) is open and, consequently, \( w_2 \equiv w_1 \).

b) Set \( G_t = \{ u < t \} \) for some small \( t > 0 \). By part a)

\[
v > u + \delta \quad \text{on} \ \partial G_t, \quad \text{for some} \ \delta > 0.
\]
Suppose (13) is not true. Then, for any \( \epsilon > 0 \) there is a unit vector \( e \) such that the function
\[ v_\epsilon(x) = v(x + \epsilon e) \]
satisfies
\[ v_\epsilon(x) = 0 < u(x) \quad \text{at some point} \quad x_\epsilon \in \Gamma_\epsilon \]
(14)
Now, if \( \epsilon \) is small enough (depending on \( \delta \)) then
\[ v_\epsilon \geq u + \frac{\delta}{2} > u \quad \text{on} \quad \partial \Gamma_\epsilon. \]
On the other hand
\[ \Delta u = f(u), \quad \Delta v_\epsilon = f(v_\epsilon) \quad \text{in} \quad \Gamma_\epsilon \]
and, in fact, by the assumptions (8), (9), (10), \( f(s) \) is monotone increasing in \( s \) in the range of \( u(x) \) and \( v_\epsilon(x) \), \( x \in \Gamma_\epsilon \), provided that \( t \) is sufficiently small. Then, by comparison, we conclude that \( v_\epsilon \geq u \) in \( \Gamma_\epsilon \), which contradicts (14).

It is clear that our function \( f \) in consideration satisfies
\[ f(t) \leq n t^q \quad , \quad 0 < q < 1 \]
and so we are able to apply the Theorem 2.1 and Corollary 2.2, assuring in this way the existence of a null set \( N(u) \), if \( \lambda \) is assumed large enough. The following theorem gives a sharp comparison result with respect to other nonlinear terms in the equation.

Theorem 2.4. Suppose \( f \) and \( \bar{f} \) satisfy assumptions (8), (9) and (10), and let \( u, \bar{u} \) be minimizers of the problem (6), (7) for \( f \) and \( \bar{f} \) respectively. If
\[ \bar{f}(t) > f(t) \quad \text{for all} \quad 0 < t < 1 \]
then \( \bar{u} < u \quad \text{in} \quad \{x \in \Omega : \bar{u}(x) > 0\} \) and \( d(N(u) : N(\bar{u})) > 0 \).

Proof. Let \( \bar{J}(v) \) given in (11), \( \bar{F}(t) = \int_0^t \bar{f}(s)ds \) and
\[ \bar{J}(v) = \int_\Omega \left( \frac{1}{2} |\nabla v|^2 + \bar{F}(v) \right)dx \]

We have
\[ F(t) - F(s) < \bar{F}(t) - \bar{F}(s) \quad \text{if} \quad 0 < s < t < 1. \]

Consequently
\[ \bar{F}(\min(u, \bar{u})) + F(\max(u, \bar{u})) < \bar{F}(\bar{u}) + F(u) \]
(16)
at each point \( x \) for which \( \bar{u}(x) > u(x) \). If \( \bar{u}(x) < u(x) \) then equality holds in (16). Thus, provided that the set \( \{ \bar{u} > u \} \) is non empty, we have
\[ \int_\Omega \bar{F}(\min(u, \bar{u})) + \int_\Omega F(\max(u, \bar{u})) < \int_\Omega \bar{F}(\bar{u}) + \int_\Omega F(u) \]
and hence
\[ \bar{J}(\min(u, \bar{u})) + J(\max(u, \bar{u})) < \bar{J}(\bar{u}) + J(u). \]

However, since \( \max(u, \bar{u}) \) and \( \min(u, \bar{u}) \) belong to \( \Gamma \), we must have
\[ \bar{J}(\min(u, \bar{u})) > \bar{J}(u), \quad J(\max(u, \bar{u})) > J(u) \]
contradicting (17). We have thus proved \( u > \bar{u} \). (Note that, in contrast with Theorem 2.1, \( f \) and \( \bar{f} \) are not assumed to be non-decreasing). We can now proceed as in Theorem 2.3 in order to deduce that \( u > \bar{u} \) in \( \{x \in \Omega : u > 0\} \) and that \( N(u) \subset \text{int} N(\bar{u}) \).

Finally, it is important to point out that the regularity result and dependence of the null set \( N(u) \) with respect to the \( \lambda \) of Subsection 1.4c were established by Friedman-Phillips [1] for \( \lambda \) satisfying the general conditions (8), (9) and (10). In addition, the convexity of the null set for two-dimensional convex domains (Theorem 1.56) as well as the classification of those null sets (Theorem 1.57) were also given without any monotonicity assumption on \( f \).
2.1b. A nonlinear system.

Nonlinear systems involving monotone terms were considered in Remark 1.8 as applications of the results for an x-dependent scalar equation. Here we shall study a different nonlinear system of a different formulation involving nonmonotone perturbations, in the following way:

\[- \Delta u_i(x) + f_i(u(x)) = 0 \quad , \quad i = 1, \ldots, n \quad \text{in} \quad \mathbb{R}^N, \tag{18}\]

where \( u = (u_1, \ldots, u_n) \), \( N \geq 2 \) and the \( n \) functions \( f_i : \mathbb{R}^n \to \mathbb{R} \) are the gradients of some function \( F \in C^1(\mathbb{R}^n - \{0\}) \), namely

\[ f_i(u) = \frac{\partial F(u)}{\partial u_i} \quad \text{if} \quad u \neq 0 \quad \text{and} \quad f_i(u) = 0 \quad \text{if} \quad u = 0. \tag{19}\]

Nonlinear systems like (18) arise in several branches of mathematical physics (see, e.g., references in Brezis-Lieb [1]).

The existence of a nontrivial solution \( u \) of (18) was proved in Brezis-Lieb [1] under very general assumptions of \( F \) such as, for instance,

\[ \lim_{|u| \to 0^-} |u|^{-p} |F(u)| = 0, \quad p = 2^* = 2N/(N-2). \tag{20}\]

The solutions \( u \) are found in the class of functions

\[ L = \{ u \mid u \in L^1_{\text{loc}}(\mathbb{R}^N), \forall v \in L^2(\mathbb{R}^N), F(u) \in L^1(\mathbb{R}^N) \quad \text{and} \quad \text{meas}(|u| > t) < + \infty \quad \text{for all} \quad t > 0 \}. \]

These solutions verify (18) in the sense of distributions (\( D' \)) and, moreover, minimize the action

\[ J(v) = \frac{1}{2} \sum_{i=1}^{n} \int_{\mathbb{R}^N} |v v_i(x)|^2 dx + \int_{\mathbb{R}^N} F(v) dx \]

in the sense that \( 0 < J(u) < J(v) \) for all \( v \in L^1_{\text{loc}} \), \( v \neq 0 \) and \( v \) satisfying (18) in the sense of distributions.

If, in addition to (20), it is assumed that

\[ f(u) \cdot u \geq C |u|^{q+1} \quad \text{for all} \quad u \in \mathbb{R}^n, \quad |u| < \delta, \quad q > 0, \tag{21}\]

then the above solutions \( u \) of (18) are more regular, as the mentioned authors have shown, because they must satisfy that

\[ u \in \{ u \in L^2_{\text{loc}}(\mathbb{R}^N)^n \quad \text{for all} \quad s \leq |x| \quad (\text{and so} \quad u \in C^1_{\text{loc}}|u|^{q+1}, \forall s < 1) \quad \text{as well as} \]

\[ u \in \{ L^2(\mathbb{R}^N)^n \quad \text{and} \quad \lim_{|x|\to\infty} u(x) = 0. \tag{22}\]

We remark that assumption (21) is a sort of vectorial version of hypothesis (1). Nevertheless, (21) is only assumed for small vectors \( u \), in contrast with (1). The following result shows how the information given in (22) may be used, jointly with (21), to assure the existence of a free boundary.

Theorem 2.5. Assume that (21) holds with \( 0 < q < 1 \) and let \( u \in L^1_{\text{loc}} \) with \( f(u) \in L^1_{\text{loc}} \) satisfying (18) in the sense of distributions. Then \( u(x) \) has compact support in \( \mathbb{R}^N \).

Proof. First of all we note that

\[ - \Delta |u|^2 = -2u \cdot \Delta u - 2|u|^2 \leq 2u \cdot (-f(u)) \]

Then by (22) we have that

\[ - \Delta |u|^2 + 2C |u|^{q+1} \geq 0 \quad \text{in} \quad \{ |x| > R \} \]

for some large enough \( R > 0 \). Then, the function \( w(x) = |u(x)|^2 \) is a bounded nonnegative subsolution of the scalar equation

\[ - \Delta w + 2C w \geq 0 \quad \text{in} \quad \{ |x| > R \}. \tag{23}\]

Finally, the conclusion holds by using the comparison principle for equation (23) as well as Theorem 1.9 or 1.18.

2.1c. Equilibrium solutions of a degenerate parabolic equation in biological population models.

In the above examples of this section the monotone perturbation \( f \) satisfied a "positivity" assumption

\[ f(u)u \geq 0. \tag{24}\]
Now we shall consider a special, but very illustrative, example of a non-monotone problem in which (24) fails. More precisely, given L > 0 we shall study the one-dimensional semilinear problem

$$- u_{xx} + f(u) = 0 \quad \text{in} \quad \Omega = (-L,L) \tag{25}$$

$$u(xL) = 0 \tag{26}$$

where

$$f(u) = f_1(u^{1/m}) , \quad f_1(r) = r(1-r)(a-r) , \quad 0 < a < (m+1)/(m+3), m > 1. \tag{27}$$

Problem (25),(26) appears in the study of the equilibrium points of the degenerate parabolic equation

$$v_t - (v^m)_{xx} + f_1(v) = 0 \tag{27}$$

arising in some biological population models (see references in the work Aronson-Crandall-Peletier [1] from which are taken the results of this subsection).

First of all, we remark that, as in 2.1b, the majoration of $f$ (hypotheses (1) and (4)) only holds for small values of $u$. Nevertheless, we shall see that for adequate values of $L$ the free boundary $F(u)$ may appear, modifying in a substantial way the structure of the set of equilibrium points of (27) in contrast with the nondegenerate case ($m=1$) for which $F(u)$ cannot exist (see e.g. Smoller-Wasserman [1] ).

In the analysis of (25),(26) we shall exploit the one-dimensionality of the problem by reducing it to a Cauchy problem. So, if $u(x) > 0$ in $(-L,L)$, then there exists $x_0 \in (-L,L)$ such that $0 < u(x) < u(x_0)$ for $x \in (-L,L)$ and clearly $u'(x_0) = 0$ (recall that any solution $u$ of (25) is $u \in C^{2,3}$ and satisfies it in a classical sense). Conversely, let us seek conditions on $x_0 \in (-L,L)$ and $u \in \mathbb{R}$ which guarantee that the solution of the initial value problem

$$- u_{xx} + f(u) = 0 \tag{28}$$

$$u(x_0) = u^m , \quad u'(x_0) = 0 \tag{29}$$

is also a positive solution of (25),(26). If $\mu = 1$ then $u \equiv 1$ is the unique solution of (28),(29) (recall that $f(1) = 0$). If $\mu > 1$, then $f(s) > 0$ for $s > 1$ implies that any solution of (28),(29) is convex and hence cannot satisfy $u(xL) = 0$. Thus (28),(29) has no solutions satisfying the boundary conditions unless $\mu \leq 1$. Consequently, we consider only $\mu \in (0,1)$.

To solve (28),(29) we integrate the equation in the usual way. For simplicity, we shall first recall that if $v = u^{1/m}$ then (28) leads to

$$-(v^m)_{xx} + f_1(v) = 0 \tag{30}$$

$$v(x_0) = u , \quad v'(x_0) = 0 \tag{31}$$

Now, we multiply (30) by $(v^m)'$ and integrate the result using (31). Then

$$\frac{1}{2} (v^m)_x^2 + m F_1(v) = m F_2(u) \tag{32}$$

where

$$F_1(r) = \int_0^r s^{m-1} f_1(s) ds = - \frac{1}{m+3} r^{m+1} [r^{-2} - (1+a) \frac{m+3}{m+2} r + a \frac{m+3}{m+1} ] \tag{33}$$

Since $f_1 < 0$ on $(a,1)$, $F_1$ is strictly increasing on $(a,1)$. Thus, if $\mu > a$, we can integrate (32) to obtain

$$\left( \frac{m-1}{2} \right)^{1/2} \int_{v_1}^{v_2} \frac{n^{m-1}}{F_1(v)} \left( \frac{n}{F_1(\mu)} - F_1(\eta) \right)^{1/2} d\eta = |x_0 - x_1| \tag{34}$$

The integrand in (34) has a singular point at $\eta = \mu$, but $F_1(\mu) - F_1(\eta) \geq \delta (\mu - \eta)$ for some $\delta > 0$ and $\eta$ near $\mu$, so the singularity is integrable. Equation (34) defines $v$ implicitly as a function of $|x_0 - x_1|$ as long as $v \in \mu$. If $F_1(u) < 0$, then there exists a unique $v \in (0,\mu)$ such that $F_1(v) = F_1(u)$ and $F_1(\eta) < F_1(u)$ for $\eta \in (v,u)$. In this case (34) represents a periodic solution of (30) whose values lie in $(v_1,v_2)$. Thus, in order that (34) represents a positive solution of (25),(26) it is necessary that $F_1(u) > 0$.

The sign of $F_1$ is determined by the sign of

$$H(r) = r^2 - (1+a) \frac{m+3}{m+2} r + a \frac{m+3}{m+1} \tag{35}$$

It can be easily checked that $H$ has a unique root $a \in (a,1)$ if and only...
if \( H(1) < 0 \) or \( 0 < a < \frac{m+1}{m-1} \). In this case,

\[
F_1 < 0 \quad \text{on} \quad (0,a) \quad \text{and} \quad F_1 > 0 \quad \text{on} \quad (a,1),
\]

hence we may restrict our attention to the range \( a < \mu < 1 \).

For \( \mu \in (a,1) \) we have \( F_1(n) < F_1(\mu) \) for all \( n \in (0,\mu) \). Thus we can extend the integration in (34) down to \( \nu = 0 \). Define

\[
\lambda(\mu) = \left( \frac{m}{2} \right)^{1/2} |x_0 - L|^{1/2} \int_0^{\mu} \alpha^{-1/2} |n^{-1} \alpha^{m-1} (n^{m-1} - F(n))|^{-1/2} \; dn, \quad \alpha < \mu < 1. \tag{36}
\]

If \( \mu = \alpha \) the integrand in (36) may have a second singularity at \( n = 0 \). However, \(- F(n) \gg \delta^{-1} \eta^{m+1} \) for some \( \delta > 0 \) and \( \eta > 0 \) near 0, so

\[
\eta^{-1} (F(n))^{-1/2} \ll \delta^{-1} \eta^{m-2} \quad \text{near} \quad \eta = 0. \quad \text{Since} \quad m > 1 \quad \text{this singularity is integrable and} \quad \lambda \quad \text{is well defined on} \quad (a,1).
\]

For a positive solution \( u \) of (25),(26), \( u = 0 \) only at \( aL \). Therefore

\[
\lambda(\mu) = |x_0 - L| = |x_0 + L|
\]

from which we conclude that \( x_0 = 0 \). To summarize, we have proven the following result:

**Proposition 2.6.** Suppose \( 0 < a < (m+1)/(m-3) \). Then \( u \) is a positive solution of (25),(26) if and only if

\[
\left( \frac{m}{2} \right)^{1/2} \int_0^{\mu} \alpha^{-1/2} |n^{-1} \alpha^{m-1} (n^{m-1} - F(n))|^{-1/2} \; dn = |x_0|, \quad \text{for} \quad |x_0| < L,
\]

where \( \mu \in (a,1) \) and \( L \in \mathbb{R}^+ \) are related by the equation

\[
\lambda(\mu) = L \tag{37}
\]

and \( \alpha \) is the unique root of \( H \) in \( (a,1) \).

In view of (37), there is a positive solution of (25),(26) for a given interval \(-L,L\) if and only if \( L \) is in the range of \( \lambda \), i.e., \( L \in \lambda([a,1]) \). When \( L = \lambda(\mu) \) we write \( u(x,\lambda) \) for the corresponding positive solution.

The multiplicity of these positive solutions is the same as the multiplicity of the roots of \( \lambda(\mu) = L \), which is determined by the shape of the graph of \( \lambda \). The next result shows that the graph of \( \lambda(\mu) \) always has the general features indicated in Figure 7.
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The proof of Proposition 2.7 is rather technical, and we omit it (we refer to Aronson-Crandall-Peletier [1] for the proof). Some remarks about the interpretation of this result are the following. Define \( L_0 = \lambda(\mu_0) \) and \( L_1 = \lambda(\mu_1) \). Clearly \( L_1 > 0 \) and by 2) \( \lambda([\mu_1,1]) = [L_1,\infty) \). Moreover

\[
\lambda(\mu) = L \begin{cases} 
\text{no solutions for} \quad 0 < L < L_0 \\
\text{one solution for} \quad L = L_0 \quad \text{and for} \quad L > L_1 \\
\text{two solutions for} \quad L_0 < L < L_1.
\end{cases}
\]

It is interesting to note the dependence of \( L_1 \) on \( m \). Let us write \( F_1 = F_1(n,m) \), \( \alpha = \alpha(m) \) and \( L_1 = L_1(m) \). Then

\[
L_1(m) = \left( \frac{m}{2} \right)^{1/2} \int_0^\infty \frac{\alpha(m)}{\eta^{m-1} (\eta^{m-1} - F(n,m))^{1/2}} \; d\eta
\]

If \( \eta \in (0,1/2) \), then \( \alpha(m) \) is defined and continuous for \( m > 1 \) and \( \alpha(m) \rightarrow \alpha(1) = \frac{m}{2} \). Moreover as \( m \rightarrow 1 \), \( F(n,m) \rightarrow F(n,1) \). Since \( F(n,1) = \alpha(n^{1/2} + O(n^{3/2})) \) for sufficiently small \( n > 0 \), \( \int \left( F(n,1) \right)^{1/2} \) is not integrable at \( n = 0 \). It follows from Fatou's lemma that

\[
\lim_{m \downarrow 1} L_1(m) = \infty.
\]
Propositions 2.6 and 2.7 provide a complete characterization of the set of positive solutions of (25),(26). For \( L_0 \leq L < L_2 \) let \( \mu_k(L) \) denote the largest solution of \( L = \lambda(m) \) and for \( L_2 \leq L \leq L_1 \) let \( \mu_k(L) \) be the smallest solution (so \( \mu_k(L_2) = \mu_k(L_1) \)). We distinguish the following cases:

- \( 0 < L < L_0 \). There are no positive solutions.
- \( L = L_0 \). There is a unique positive solution \( u(\cdot, \mu_1(L_0)) \).
- \( L_2 < L < L_1 \). There are two positive solutions \( p(\cdot, L) = u(\cdot, \mu_4(L)) \) and \( q(\cdot, L) = u(\cdot, \mu_5(L)) \) with \( p < q \) everywhere on \((-L,L)\).
- \( L > L_1 \). There is one positive solution \( q(\cdot, L) = u(\cdot, \mu_6(L)) \).

Since \( u(\cdot, \mu) \) depends continuously on \( \mu \) and \( \mu_k(L) \) are continuous on their domains, \( p \) and \( q \) are continuous functions of \( L \) on their domains. Note also that the nonexistence of the small positive solution \( p \) for \( L > L_1 \) is due to the nonlinearity of the diffusion \((m > 1)\). (See Smoller-Wasserman [1] for the study of the linear case.)

Another effect of the nonlinearity is that \( u(\cdot, \alpha) = u(\cdot, \mu_{k}(L)) \) generates families of nonnegative solutions of (25),(26) on intervals \((-L,L)\) with \( L > L_1 \). To show this, note that for \( \alpha \in (\alpha_1, \alpha_2) \) we have \( F_1(\mu) > 0 \) so that, according to (32), \((\bar{V})'(\alpha_1(\mu), \alpha_1) \neq 0\). However \( F_1(\alpha) = 0 \), so \( (\bar{V})'(\alpha_1(\alpha), \alpha) = (\bar{V})'(\alpha_1, \alpha) = 0 \). It follows that \( u(x, \alpha) \) extended to 0 for \( L > |x| > L_1 \) is a solution of (25),(26) for \( L > L_1 \) and so is

\[
U(x; h) = \begin{cases} 
    u(x-h; \alpha) & \text{for } |x-h| < L_1 \\
    0 & \text{for } |x-h| > L_1
\end{cases}
\]

provided \( |h| < L - L_1 \). More generally, we may piece several such solutions together if their support are disjoint. Let \( n \) be a positive integer and \( L > nL_1 \). For each \( n \)-vector \( \xi = (\xi_1, \ldots, \xi_n) \) which satisfies

\[-L \leq \xi_1 - L_1, \xi_1 + L_1 \leq \xi_{i+1} - L_1, i = 1, \ldots, n-1 \quad \text{and} \quad \xi_n + L_1 \leq L\]  

the function

\[
U(x; \xi) = \begin{cases}
    u(x-\xi_1; \alpha) & \text{for } |x-\xi_1| < L_1 \\
    0 & \text{for } |x-\xi_1| > L_1 \text{ for } i = 1, \ldots n
\end{cases}
\]

is a nonnegative solution of (25),(26). We shall use \( P_n(L) \) to denote the collection of functions \( u(\cdot, \xi) \) where \( \xi \in \mathbb{R}^n \) satisfies (36).

Clearly, a nonnegative solution of (25),(26) is either positive or belongs to some \( P_n(L) \). We thus have:

**Proposition 2.8.** For \( L > L_1, \) let \( n \) be the integral part \( \lfloor L/L_1 \rfloor \) of \( L/L_1 \). Then, with \( P(L) = \bigcup_{j=1}^{m} P_j(n) \) we have that the set \( E^*(L) \) of all the nonnegative and non-trivial solutions of (25),(26) is given by \( E^*(L) = \{ u(\cdot, \xi) \; | \; \xi \in P(L) \} \).

**Remark 2.1.** If \( L/L_1 > [L/L_1]^m n \) then \( P_n \) is a true \( n \)-parameter family while if \( n = L/L_1 \) \( P_n \) contains only \( U(x, \xi), \xi = (1-1)L_1 + 1/2 \).

Combining Propositions 2.6, 2.7 and 2.8 we obtain the complete description of the set \( E(L) \) of nonnegative equilibrium solutions of the parabolic equation (27) with homogeneous Dirichlet conditions.

**Theorem 2.9.** \( E(L) = \{ 0 \} \cup \bigcup_{L_0 < L < L_1} E(L) = \{ 0, p(\cdot, L), q(\cdot, L) \} \cup \bigcup_{L_0 < L < L_1} E(L) = \{ 0, q(\cdot, L) \} \cup P(L) \cup \bigcup_{L_0 < L < L_1} E(L) \).

### 2.1d. Non-negative radial solutions of a nonmonotone semilinear equation in \( \mathbb{R}^N \)

An interesting result about the compactness of the support of the radial solutions of the non-monotone equation

\[
\begin{cases}
    - Au + f(u) = 0 & \text{in } \mathbb{R}^N \\
    u(x) \to 0 & \text{as } |x| \to \infty
\end{cases}
\]  

is given in Peletier-Serrin [1] as a byproduct of the discussion of the uniqueness of radial solutions of (37),(38). The basic assumptions made on the function \( f \) are the following:
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\[ f \text{ is locally Lipschitz continuous in } (0, +\infty), \quad (39) \]
\[ \int_0^\delta f(s) ds < 0 \quad \text{for some } \delta > 0, \quad (40) \]
\[ \lim_{s \to 0} f(s) = 0 \quad \text{and} \quad f(0) = 0. \quad (41) \]

In order to show the compactness of the support of the radial solution, they make some additional assumptions on the primitive \( F \) of \( f \), \( F(t) = \int_t^\infty f(s) ds \). Let
\[ \alpha = \inf \{ u > 0 : f(u) < 0 \} \]
\[ \beta = \inf \{ u > 0 : f(u) < 0 \}. \]

In the following, we shall always assume \( \beta > 0 \) \( (42) \)

Note that \( \alpha > 0 \) implies \( \beta > 0 \). Moreover, the condition \( \beta > 0 \) can be satisfied even when \( f \) is nowhere non-positive near \( u = 0, (\alpha = 0) \). Of course, for such a possibility \( f \) must be rather special near \( u = 0 \), the behaviour of
\[
 f(u) = \begin{cases} 
 u^2 \sin \frac{1}{u} & \text{when } \sin \frac{1}{u} > 0 \\
 -u \sin \frac{1}{u} & \text{when } \sin \frac{1}{u} < 0 
\end{cases}
\]
is an example of this situation. We also remark that the function \( f \) given in the study of (25), (26) satisfied \( \alpha > 0 \). Since the solutions can have compact support, the uniqueness of radial solutions of (37), (38) is studied in the mentioned work in the class of non-negative and non-trivial functions. As in the above situations, here we shall restrict ourselves to the question of the study of the support of solutions. Among the radial solutions, (37), (38) can be formulated as
\[ -u'' - \frac{(N-1)}{r} u' + f(u) = 0 \quad r > 0 \quad (43) \]
\[ u'(0) = 0, \quad \lim_{r \to \infty} u(r) = 0, \quad u \geq 0 \quad \text{on} \quad r \geq 0. \quad (44) \]

The main result about the compactness of the support is the following:

\[ \text{Theorem 2.10. Assume the hypothesis (42) and let } u \text{ be a solution of (43), (44). Then, the condition} \]
\[ \int_0^\infty \frac{ds}{F(s)}^{1/2} < \infty \quad (45) \]
is sufficient for \( u \) to have compact support. Moreover, if \( \alpha = 0 \), condition (45) is also necessary.

\[ \text{Remark 2.2.} \] Condition (45) has been already used in Section 1.2a to find sufficient conditions for the existence of the free boundary when \( f \) is assumed non-decreasing and \( f(0) = 0 \).

We need some preparatory Lemmas.

\[ \text{Lemma 2.11. Let } u \text{ be a solution of equation (43) on a finite interval} \]
\[ [r_0, r_1] \subset \mathbb{R}^+ \text{ and let } u > 0 \text{ on } (r_0, r_1). \text{ Then} \]
\[ \left[ \frac{1}{2} u'(r_1)^2 - F(u_1) - \frac{1}{2} u'(r_0)^2 - F(u_0) \right] = -(N-1) \int_{r_0}^{r_1} \frac{u'(r)^2}{r} dr, \quad (46) \]
where \( u_i = u(r_i), i = 0, 1 \).

\[ \text{Proof. Multiply equation (45) by } u', \text{ and integrate over } (r_0, r_1). (\text{Note that in the one-dimensional case (e.g. equation (25)) the right hand side of (46) is identically zero}.) \]

\[ \text{Lemma 2.12. Let } u \text{ be a nonnegative solution of (43), (44). Then } u \in C^0 \text{ on } [0, \infty). \text{ Equality holds at a point } r_i \text{ if and only if } u(r_i) = 0. \text{ In consequence, either } u > 0 \text{ on } (0, \infty) \text{ or } u > 0 \text{ on } (0, a), \text{ and } u = 0 \text{ on } [a, \infty) \text{ for some } a > 0. \]

\[ \text{Proof. Let } \xi \text{ be a critical point of } u(r), \text{ with } \xi \in [0, \infty). \text{ Then there are three cases to consider: i) } f(u(\xi)) < 0, \text{ ii) } f(u(\xi)) > 0 \text{ and iii) } f(u(\xi)) = 0. \text{ In case (i) the equation shows that } u''(\xi) < 0, \text{ so } \xi \text{ is a strict maximum, in case (ii) we get } u''(\xi) > 0 \text{ hence } \xi \text{ is a strict minimum. Finally, if } f(u(\xi)) = 0, \text{ and if } u(\xi) > 0, \text{ by the uniqueness of the initial value problem for ordinary differential equations (applied at the initial point } r = \xi) \text{ we see that} \]
\[ u(r) = u(\xi) = \text{constant}, \quad r \in [0, \infty). \]

This violates the condition \( u \to 0 \text{ as } r \to \infty \) and so (iii) cannot occur if \( u(\xi) > 0 \). Thus the isolated critical points in \( (0, \infty) \) are either
strict local maxima or strict local minima. We now treat two further cases. First, suppose that there are no maximum points in $(0,a)$. Then, obviously (since $u(0) \geq 0$ and $u \rightarrow -\infty$ as $r \rightarrow -\infty$), we have $u$ everywhere nonincreasing, indeed with $u'(r) \leq 0$. Second, suppose (for contradiction) that there is at least one maximum point $E$ in $(0,\alpha)$. Hence, to the left of $E$ we have $u'(r) > 0$. Since $u'(0) = 0$, there is a first point $r_1$ to the left of $E$ where $u'(r_1) = 0$. Clearly $u(r_1) < u(E)$. To the right of $E$ it is evident that there is a last point $r_1$ where $u(r_1) = u(r_0)$; see Figure 8.
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Then applying Lemma 2.11 on $(r_1, r_2)$ we get

$$\frac{1}{2} u'(r_1)^2 = -(N-1) \int_{r_1}^{r_2} \frac{u'(r)^2}{r} \, dr < 0$$

This is impossible, and so, as $u \geq 0$ and $\lim_{r \to a} u(r) = 0$ then $u' \leq 0$ for all $r > 0$.

Remark 2.3. Note the important difference between the behaviour of solutions of equation (37) for $N = 1$ and $N > 1$. Indeed, Lemma 2.13 is not true if $N = 1$ (see Proposition 2.8).

Lemma 2.13. Let $u$ be a nontrivial nonnegative solution of (43), (44). Then

$$\lim_{r \to \infty} u'(r) = 0 \quad \text{and} \quad \frac{1}{2} u'(r)^2 - F(u(r)) = (N-1) \int_0^r \frac{u'(s)^2}{s} \, ds, \quad r > 0$$

Proof. By Lemma 2.12 it suffices to assume $u > 0$ on $(0,a)$ for some maximal $a > 0$ which may be finite or infinite. If $a < +\infty$ then (47) follows by setting $r = a$ in (46). Next suppose $a = +\infty$. We let $r_1 = a$ in (46). The right-hand side converges to some negative limit, or to $-\infty$. This implies that $\frac{1}{2} u'(r_1)^2 + F(u(r_1))$ converges through possibly to $-\infty$. However, as $r \to +\infty$, $u(r) \to 0$ and, hence, $F(u(r)) \to 0$. Thus $\frac{1}{2} u'(r)^2$ converges to some nonnegative limit $\nu^2$. Again by (44), we have $\nu = 0$ and then

$$\lim_{r \to +\infty} \left( \frac{1}{2} u'(r)^2 - F(u(r)) \right) = 0$$

which proves (47) by using (46).

Remark 2.3. Note that by (47)

$$- F(u(0)) = (N-1) \int_0^\infty \frac{u'(r)^2}{r} \, dr > 0.$$

Since $F > 0$ on $(0,\beta)$, this implies that $u(0) > 0$.

Lemma 2.14. Assume $\beta > 0$. Let $u$ be a nontrivial nonnegative solution of (43), (44) and let $R > 0$ such that $u(R) = U \in (0,\beta)$. Then, if $r(u)$ is the inverse of $u$ on $(0,U)$, we have

$$r(u) \in r(U) + 2^{1/2} \int_u^U (F(s))^{-1/2} \, ds, \quad 0 < u < U.$$  (48)

Proof. By Lemma 2.13

$$\frac{1}{2} u'(r)^2 - F(u(r)) > 0 \quad \text{for every} \quad r > 0.$$  

But if $r > R$ then $u(r) \in (0,\beta)$ and hence $F(u(r)) > 0$ and

$$\frac{1}{2} u'(r)^2 > F(u(r)) \quad \text{for} \quad r > R.$$  

Since $u' \leq 0$ then

$$u'(r) \leq -2^{1/2} (F(u(r)))^{1/2}.$$  (49)

By Lemma 2.12 there exists a number $a \in (0,\alpha)$ such that $u(r) > 0$ for
when \( r < a \) and \( u(r) = 0 \) when \( r \geq a \). Thus, as \( R < a \), we obtain from (49)
\[
(F(u(r))^{-1/2} u(r) = 2^{-1/2} \quad \text{for} \quad R < r < a.
\]

Integrating this inequality from \( R \) to \( r \in (R,a) \) we obtain the conclusion.  

**Proof of Theorem 7.10.** That the condition (45) is sufficient for \( u \) to have compact support is an immediate consequence of (48). To prove that (45) is necessary we assume that \( u \) has compact support \([0,a] \) with \( a < \infty \). By Lemma 2.13 we have
\[
u'(r)^2 \leq 2|F(u(r))| + C \int_r^a \nu'(s)^2 \, ds \quad \text{for} \quad a - \delta < r < a
\]
where \( C \equiv 2(N-1)/(a-\delta) \) and \( \delta \in (0,a) \) will be chosen later. Applying Gronwall's Lemma we deduce that
\[
u'(r)^2 \leq 2|F(u(r))| + 2C \int_r^a |F(u(s))| e^{C(s-r)} \, ds.
\](50)

Now we choose \( \delta \) so small that \( u(r) \in (0,a) \) for \( a - \delta < r < a \). Then
\[
\frac{d}{dr} F(u(r)) = f(u(r))u'(r) < 0
\]
and hence \( F(u(s)) \leq F(u(r)) \) if \( s \in (r,a) \). Using this in (50) we obtain
\[
u'(r)^2 \leq 2F(u(r)) \left[ 1 + C \int_r^a e^{C(s-r)} \, ds \right] \leq 2F(u(r)) e^{Cd}.
\](51)

Dividing by \( F \) in (51), taking the square root and integrating over \((a-\delta,a-\epsilon)\), \( 0 < \epsilon < \delta \) we have
\[
\int_{u(a-\delta)}^{u(a-\epsilon)} (F(u))^{-1/2} \, du \leq 2^{1/2} \delta e^{C(a-1)/(a-\delta)}.
\]
Finally, as \( u(a-\epsilon) \to 0 \) as \( \epsilon \to 0 \) we conclude that (45) holds.  

**Remark 2.4.** The uniqueness of nonnegative radial solutions is proved in Peletier-Serrin [1] under a hypothesis (slightly stronger than (42)).

---

2.2. VARIATIONAL INEQUALITIES AND MULTIVALUED EQUATIONS.

The main goal of this section is to extend the results of Chapter 1 to some multivalued equations which can be understood as limit equations of some quasilinear equations. A possible motivation for the study of such a type of equations may come from the three following examples:

i) The obstacle problem. Given a function \( \psi \in H^1(\Omega) \) (called "obstacle"), an already classical problem appearing in many different contexts is to find \( w \) minimizing the functional
\[
\mathcal{J}(v) = \frac{1}{2} \int_{\Omega} |\nabla v|^2 \, dx - \int_{\Omega} g \cdot v \, dx
\](52)
on the convex set \( K = \{ \nu - h \in H^1_0(\Omega) \mid \nu \geq \psi \text{ on } \Omega \} \), where \( g \) and \( h \) are data of the problem, for instance, \( g \in L^2(\Omega) \), \( h \in H^1(\Omega) \), \( h \geq \psi \). It is easy to see that any solution \( u \) of this problem is characterized by the inequality
\[
\int_{\Omega} \nabla w \cdot (\nabla v - \nabla w) \, dx \geq \int_{\Omega} g(v - w) \, dx \quad \forall v \in K, \quad w \in K.
\](53)

Finally, under additional assumptions on \( \psi, \Omega \), and \( h \), we have that \( u \in H^2(\Omega) \) and, then, \( u \) satisfies the "complementary formulation"
\[
- \Delta w \geq g, \quad w \geq \psi \quad \text{and} \quad (- \Delta w - g)(\psi - w) = 0 \quad \text{a.e. on } \Omega
\](54)
\[
w = h \quad \text{on } \partial \Omega.
\](55)

We also note that if \( \psi \in H^2(\Omega) \) the above problem reduces to the case of zero obstacle. Indeed, the function \( u = w - \psi \) satisfies
\[
- \Delta u \geq g, \quad u \geq 0, \quad (- \Delta u - g)u = 0 \quad \text{a.e. on } \Omega
\](56)
\[
u = h \quad \text{on } \partial \Omega
\](57)

where \( g \) and \( h \) are now given by \( g = \Delta \psi, \quad h = \psi \), from the functions \( g \) and \( h \) of the original formulation. (For an exhaustive treatment of the above variational inequalities, as well as of its variants, see the books by Duvaut-Lions [1], Kinderlehrer-Serrin [2], and Friedman [3]).

We finally remark that situations in which the operator \( \Delta \) is replaced by
another different (linear or nonlinear) differential operator arise frequently in the applications (see the references mentioned).

ii) Zero order reactions and equations with discontinuous perturbations. Semilinear equations

\[ -\Delta u + f(u) = 0 \quad \text{in} \quad \Omega \]  

(58)

involving discontinuous functions \( f \) appear, for instance, in the study of a single, irreversible steady state reaction of zero order (see the Introduction). In this special case \( f \) is discontinuous at \( r = 0 \), and it is given by

\[ f(r) = 0 \quad \text{if} \quad r < 0 \quad \text{and} \quad f(r) = \lambda \quad \text{if} \quad r > 0, \lambda > 0. \]  

(59)

Other equations with discontinuous terms are discussed, for instance, in Stuart [1], Chang [1] and Frank-Wendt [1].

iii) Stationary states in porous media with absorption. The study of stationary solutions of the porous media equation with an absorption term leads to the problem

\[ -\Delta \phi(v) + f(v) = g \quad \text{in} \quad \Omega \]  

(60)

\[ v = 0 \quad \text{on} \quad \partial \Omega. \]  

(61)

Here the functions \( \phi \) and \( f \) are assumed to be continuous, non-decreasing and \( f(0) = \phi(0) = 0 \). When \( \phi \) is strictly increasing the function \( u = \phi(v) \) satisfies

\[ -\Delta u + f(u) = g \quad \text{in} \quad \Omega \]  

(62)

\[ u = 0 \quad \text{on} \quad \partial \Omega \]  

(63)

where \( f = f \circ \phi^{-1} \), but if \( \phi \) is not strictly increasing \( f \) is a multi-valued function.

Note that in examples (ii) and (iii) the free boundary \( P(u) \) makes sense, and that for the obstacle problem the free boundary \( P_0(u) \) is defined as the common boundary of the sets \( S_0(w) = \{ x \in \Omega : w(x) > \psi(x) \} \) (the continuation set) and \( N_0(w) = \{ x \in \Omega : w(x) = \psi(x) \} \) (the coincidence set). If \( \psi = 0 \) then \( P_0(u) \) coincides with the usual free boundary.

The three above problems can be reformulated in an unified way by using the notion of maximal monotone graphs of \( \mathbb{R}^2 \). This class of graphs \( \beta \) of \( \mathbb{R}^2 \) can be characterized through a nondecreasing real function \( b \) to which we add some vertical segments at every jump of \( b\), i.e.,

\[ \beta(r) = [b(r^-), b(r^+)] \quad \text{if} \quad -\infty < b(r^-) < b(r^+) < \infty \]

\[ \beta(r) = (-\infty, b(r^-)] \quad \text{if} \quad -\infty = b(r^-) < b(r^+) < \infty \]

\[ \beta(r) = [b(r^-), \infty) \quad \text{if} \quad -\infty < b(r^-) < b(r^+) = \infty \]

Of course, the graph of any continuous non-decreasing real function defined on the whole \( \mathbb{R} \) is a maximal monotone graph, which in fact is identified with the function itself. Using this terminology it is easy to check that the above examples correspond to special cases of the multivalued equation

\[ -\Delta \Phi^+ \beta(u) \ni g \quad \text{in} \quad \Omega \]  

(64)

\[ u = h \quad \text{on} \quad \partial \Omega, \]  

(65)

where \( \beta \) are the maximal monotone graph of \( \mathbb{R}^2 \) given, respectively by (see Figure 9)

\[ \beta(r) = \emptyset \quad \text{(the empty set)}, \quad \beta(0) = (-\infty, 0] \quad \text{and} \quad \beta(r) = [0) \quad \text{if} \quad r > 0 \]  

(66)

\[ \beta(r) = [0) \quad \text{if} \quad r < 0, \quad \beta(0) = [0, \lambda), \quad \beta(r) = [\lambda] \quad \text{if} \quad r > 0, \lambda > 0 \]  

(67)

and

\[ \beta(r) = f \circ \phi^{-1}(r). \]  

(68)

\[ \beta = \lambda \phi^{-1}. \]  

Figure 9.
Prior to the study of the free boundary we recall that, as in the case of single-valued equations, the solutions of equation (64) may be defined in several senses according to the regularity of the data $g$ and $h$ as well as to the boundedness or unboundedness of the domain $\Omega$. A discussion of this topic is given in Chapter 4 but in any case we recall here that if, for instance, $\Omega$ is bounded and we assume

$$ g \in W^{-1, P'}(\Omega), \quad \text{i.e., } g = \sum_{i=1}^{N} a_{i} \frac{\partial g}{\partial x_{i}}, \quad \text{for } g, g_{i} \in L^{P}(\Omega) \tag{69} $$

and

$$ h \in W^{1, P}(\Omega) \text{ with } j(h) \in L^{1}(\Omega), \tag{70} $$

then there exists a unique $u \in W^{1, P}(\Omega)$ verifying (64),(65) in the sense that $u$ minimizes the functional

$$ J(u) = \int_{\Omega} |D^{*}u|^{P} + \sum_{i=1}^{N} \frac{2}{\phi_{i}} g_{i} \frac{\partial u}{\partial x_{i}} \, dx $$

on the set $K = \{v : v - h \in W^{1, P}(\Omega) \text{ such that } j(v) \in L^{1}(\Omega)\}$. Here $j$ is the "primitive" of the maximal monotone graph $\beta$ in the sense that $j : R \to (0, +\infty)$ is a convex, l.s.c. function with $j \neq +\infty$ and such that $\beta$ is the subdifferentiable of $j$, $\beta = \partial j$ (see definition in Chapter 4).

Under additional assumptions ($g_{1} \in D$ and $D(\beta) = R$) this solution, in fact, satisfies the equation (64) in a.e. $x \in \Omega$.

Another solution of the problem (64), (65) may be carried out in the $L^{1}(\Omega)$ space. So if, for instance, $p = 2$ and $\Omega$ is bounded, assuming

$$ g \in L^{1}(\Omega) $$

and

$$ h \in W^{1, 1}(\Omega) \text{ such that } \Delta h \in L^{1}(\Omega) $$

there exists a unique $u \in W^{1, 1}(\Omega)$ satisfying (64), (65) in the sense that $z = u - h \in W^{1, 1}(\Omega)$ and there exists $c \in L^{1}(\Omega)$ such that $c(x) \in \beta(x)$ and $-\Delta z + c = g + \Delta h$ a.e. on $\Omega$.

We point out that the comparison principle holds for both notions of solutions. With respect to the boundedness of solutions of (64), (65) we need to send the reader to the exposition and references in Chapter 4.

After these preliminaries we mention that results on the existence and location of the free boundary are given in subsection 2.2a, where solutions with compact support are also considered. In subsection 2.2b we use symmetric rearrangement to derive another sufficient condition for the existence of $E(u)$. Finally, in subsection 2.2c some qualitative properties of the free boundary are given.

### 2.2a. Existence and location of the free boundary. Solutions with compact support.

Let $\beta$ be a maximal monotone graph of $R^{2}$ such that $0 \in \beta(0)$, and let $u$ be a function satisfying the equation (69) in a.e. $x \in \Omega$. It is clear that on the null set $N(u)$ we must have

$$ \beta(0) \ni g(x) \tag{71} $$

and in consequence (71) must be satisfied on a subset of $\Omega$ positively measured. Due to the assumption $0 \in \beta(0)$, (71) holds if, for instance, the null set $N(g)$ is positively measured. As we shall show, it turns out that in this case, a sufficient condition for the existence of $E(u)$ is that $\beta$ satisfies an integral condition similar to the one given in Section 1.1. Nevertheless, (71) shows that if $\beta$ is multivalued at the origin then it is possible to have solutions with a non-empty null set $N(u)$, corresponding to equations in which $g \neq 0$ on $N(u)$, and so, new results with respect to the single valued case are possible. We shall start by considering the first of the above situations.

If the null set $N(g)$ is not empty, using the same arguments as in Theorem 1.9, the existence of the null set $N(u)$ for solutions $u$ of (69),(70) is related to the existence of nontrivial solutions of the homogeneous Cauchy problem

$$ -\frac{1}{r^{N-1}} \frac{d}{dr} (r^{N-1} |u|^{P-1} \frac{du}{dr}) + \beta(u) \ni 0 \tag{72} $$

$$ u(0) = u'(0) = 0. \tag{73} $$

The analysis made in Section 1.1a for continuous non-decreasing
functions $f$, instead of $\beta$, remains true after some minor changes in the notation. Indeed, first of all we note that the auxiliary function $\psi_\nu(\tau)$ defined in (33) of Section 1.1a may be understood in the following sense:

$$\psi_\nu(\tau) = (p-1)/(\nu^p) \int_0^\tau \frac{ds}{j(s)^{1/p}}$$  \hspace{1cm} (74)

where now $j$ is a "primitive" of the maximal monotone graph $\beta$, $\beta = \beta j$.

Introducing the sections of $\beta$ given by the following real non-decreasing functions

$$\beta^+(r) = \{s_0 \in \beta(r) : |s_0| < |s| \text{ for all } s \in \beta(r)\}$$

$$\beta^-(r) = \{s_0 \in \beta(r) : |s_0| > |s| \text{ for all } s \in \beta(r)\}$$

then it turns out that $\beta^+(r) = \beta^-(r) = \beta(r)$ a.e. $r \in \mathbb{R}$ (recall that a well-known result of the measure theory the set of $r \in \mathbb{R}$ in which $\beta$ is multivalued must be necessarily measurable) and so, a primitive $j$ of $\beta$ is given by

$$j(r) = \int_r^\infty \beta(s) \, ds \text{ if } r \in \text{D}(\beta) \text{ and } j(r) = +\infty \text{ if } r \notin \text{D}(\beta)$$

(here $\text{D}(\beta) = \{r \in \mathbb{R} : \beta(r) \neq \emptyset\}$).

Since the function $\psi_\nu$ can be well-defined, the statement and proof of Theorem 1.5 can be translated word for word to the Cauchy problem (23) (24). We only remark that the function $\eta$ defined by $\eta(\tau, u) = \psi_\nu(\tau)$ is not, in general, of class $C^2$, but it is $\eta \in C^1(0, \psi_\nu(\infty)) \cap W^{2,1}(0, \psi_\nu(\infty))$ and this suffices to apply the arguments of the proof of Theorem 1.5. Analogously the function

$$\phi(r) = \left(\frac{p+1}{p-1}\right) \frac{\int_0^r j(\tau) \, d\tau}{/p-1/p-1}$$

is still an l.s.c convex function and its subdifferential $\partial \phi$ satisfies $\partial \phi(r) = \nu \beta^+(r)$ for a.e. $r \in \text{D}(\beta)$.

Using the same arguments as in Chapter 1 we have

Theorem 2.15. Let $p > 1$ and assume

$$\max \left( \int_0^R \frac{ds}{j(s)^{1/p}} , \int_0^1 \frac{ds}{j(s)^{1/p}} \right) < +\infty$$  \hspace{1cm} (75)

Then if $u$ is the solution of (9) and $|v| \leq M$ on $N(g)$ for instance, $u \in L^\infty(01)$ and $M = \|u\|_{\infty}$, then we have the following estimate for the null set $N(u)$:

$$N(u) = \{x \in N(g) \mid N(h_{\Omega}) : d(x, S(g)) \leq S(h_{\Omega}) \leq L\}$$

where

$$L = \max \left( \frac{p}{p-1} , \frac{1}{1/N} \right)$$  \hspace{1cm} (76)

Remark 2.5. In the above statement the behaviour of $\beta$ on $(-\infty, 0)$ is taken into account because now it is not natural to assume that $\beta$ is odd. In any case, if the data $g$ and $h$ are of prescribed sign as it occurs, for instance, in the example of zero order chemical reactions, where $g \geq 0$, $h \geq 0$, the same holds for the solution $u$ (in that case, $u \leq 0$). Then, the behaviour of $\beta$ on $(-\infty, 0)$ has no interest and (75) may be weakened to the assumption

$$\int_0^\infty \frac{ds}{j(s)^{1/p}} < +\infty$$  \hspace{1cm} (77)

Remark 2.6. Assumption (75) depends only on the behaviour of $\beta$ near the origin. So, if $\beta$ is single-valued except in some points $\tau_1, \tau_2 \neq 0$ where it is multivalued, the existence of the free boundary depends on the values of $\beta$ near 0 and not on those near $\tau$ (Figure 9). Nevertheless, if $\beta$ is multivalued at $r = 0$ the situation is different. Indeed, if $[0, \tau^+(0)] \subseteq \beta(0)$, then $j(r) \geq \tau^+(0) \cdot r$ for $r > 0$ small enough and then

$$\int_0^\infty \frac{ds}{j(s)^{1/p}} \leq \frac{1}{\beta^+(0)^{1/p}} \int_0^\infty \frac{ds}{s^{1/p}} = \frac{p}{(p-1)\beta^+(0)^{1/p}} e^{(p-1)/p}$$
In consequence, if $\beta$ is multivalued at $0$ and $0 < \beta^+(0) < +\infty$, the hypothesis (77) holds for every $p > 1$ (the same for (75), assumed $-\infty < \beta^-(0) < 0 < \beta^+(0) < +\infty$). Note that if $\beta$ is the graph (66) associated to the obstacle problem then $\beta = \hat{a}_j$ with $j(r) = +\infty$ if $r < 0$ and $j(r) = 0$ if $r > 0$. In consequence (77) does not hold although $\beta$ is multivalued at the origin, $\beta(0) = (-\infty,0)$.

Remark 2.7. The special example of zero order reactions (with $\beta$ given by (67)) can be treated directly. In fact Lemma 1.5 remains true for the limit case $q = 0$ and so the function

$$u(r) = C r^{p-1}$$

satisfies that

$$\|u\| = \lambda - \frac{C(p-1) \rho(p-1)}{N} q$$

In particular, if

$$C = \frac{\lambda}{N}$$

$$\lambda = \frac{1}{\lambda} q$$

$$\|u\| = 0$$

and, in consequence, the estimate given in Theorem 2.15, can be improved by taking

$$L = \frac{(p-1)/p}{N}$$

We point out that the extension of Theorem 1.9 given in the subsection 1.1b still remain true for the multivalued equation. It is the same with the results of subsection 1.1c relative to the non-diffusion of the support. The following is a statement similar to Theorem 1.16, for the particular case of $\beta$ as in the zero order reaction equation.

Theorem 2.16. Let $p > 1$ and $\beta$ given by (67). Let $h \equiv 0$ and $g \in L^\infty(\Omega)$ such that $0 < g(x) < \lambda + \varepsilon$ a.e. $x \in \Omega$ for some $\varepsilon > 0$. Then the solution $u \in [\partial g, g]$ satisfies that $N(u) = N(g)$.

Proof. From the assumption made, there exists $C_0 \in (0,K_{N,\lambda})$ such that

$$0 \leq g(x) \leq \lambda - C_0 \frac{p}{p-1} \frac{N}{(p-1)}$$

Then, it suffices to take the function $C_0 |x - x_0|^{p-1}$ as a local supersolution, as in Theorems 1.15 and 1.16.

Remark 2.8. The condition (75) is also a necessary condition for the existence of a nonempty null set $N(u)$. This may be obtained from a strong maximum principle similar to that in Theorem 1.20 and this holds for multivalued equations like (77) (see Vazquez 15).

If $\beta$ is multivalued at the origin the null set $N(u)$ of solutions of $(\beta^\lambda g, g)$ may exist although $g(x)$ does not vanish on $\Omega$. The following result proves that the necessary condition given in (71) is almost sufficient.

Theorem 2.17. Let $p > 1$ and $\beta$ be a maximal monotone graph such that $\beta(0) = (\beta^-(0), \beta^+(0))$, $-\infty < \beta^-(0) < 0 < \beta^+(0) < +\infty$. Let $u \in L^\infty(\Omega)$ with $\|u\| = M$ satisfying the equation (67) in a.e. $x \in \Omega$ as well as the Dirichlet condition (68). Then if we define

$$N_e(g) = \{x \in \Omega : \beta^-(0) + \varepsilon \leq g(x) < \beta^+(0) - \varepsilon\}$$

we have the following estimate for the null set $N(u)$:

$$N(u) \supseteq \{x \in N_e(g) \cup N(h_{\Omega}) : d(x,(R(N,N_e(g)) \cup S(h_{\Omega})) > L\}$$

where

$$L = \frac{\lambda p}{\rho(p-1)} \frac{1}{N(p-1)}$$

Proof. Without loss of generality we can assume that $D(\beta) - (0) \neq \emptyset$. We take, for instance, $\beta^+(0) < +\infty$. Let $x_0 \in N_e(g) \cup N(h_{\Omega})$ and let $R = d(x_0, (R(N_e(g)) \cup S(h_{\Omega})))$. Let $\nabla = R(\hat{a}, x_0)$ and define

$$\hat{u}(x) = \tilde{u}(x : x_0) = C|x - x_0|^{p-1}$$

Then on $\hat{u}$ we have
\[- \Delta_p u + \beta^+(u) \geq L \frac{\alpha(p-1)}{(p-1)(p-1)} + \beta^+(0) \geq - \varepsilon + \beta^+(0) \geq g(x)\]

if \( C \in C_{E,N} \equiv (p-1) \frac{\alpha(p-1)}{(p-1)(p-1)} 1/(p-1) \). On the other hand, as in Theorem 1.9, we have \( u \geq u \) on \( \Omega \) if, for instance,

\[ C \leq \frac{\alpha(p-1)}{(p-1)(p-1)} \leq M. \]

Taking \( C = C_{E,N} \) and applying the comparison principle on \( \Omega \) we deduce that \( u \leq \bar{u} \) on \( \Omega \). Now if \( \beta^+(0) = 0 = \beta^0(0) \) and so \( 0 \leq u(x) \) a.e. \( x \in \Omega \). In particular, \( 0 \leq \min u(x_0) \leq u(x : x_0 = 0) \). If \( - \varepsilon < \beta^+(0) \), then, by the same argument, we also prove that \( - \bar{u}(x) \leq u(x) \) and so \( x_0 \in N(u) \).

Remark 2.9. The above result applies to the obstacle problem, in which case \( \beta \) is given by (66). If, for instance, we consider the case of \( p = 2 \) and an obstacle \( \psi \in H^2(\Omega) \) then the coincidence set \( (u = \psi) \) is not empty if the set where \( g(x) + \Delta_p(x) \leq - \varepsilon \) is sufficiently large for some \( \varepsilon > 0 \). We point out that the local supersolution in the proof of Theorem 2.17 was chosen as \( u = u_0(r), \quad r = |x - x_0|, \) with \( u_0 \) satisfying the homogeneous Cauchy problem

\[ \frac{1}{r^{N-1}} \frac{d}{dr} \left( r^{N-1} \frac{du}{dr} \right) = \varepsilon, \quad u'(0) = 0, \quad u(0) = 0. \]

This argument can be applied to other differential operators. For instance, for the equation

\[- \Delta u + \alpha w + \beta(u) \geq g \quad \alpha > 0\]

the local supersolution is given as the solution of the associated homogeneous Cauchy problem and it can be explicitly defined in terms of modified Bessel functions (see Nagai [1] and Yamada [1], [2]).

Theorem 2.17 allows us to obtain, as an application, some estimates on the location of the level sets \( \{x \in \Omega : u(x) \geq t\} \) (and analogously \( \{x \in \Omega : u(x) \leq t\} \) for solutions of quasilinear equations).

Theorem 2.18. Let \( u \in L^\infty(\Omega) \), with \( 0 < u < M \), be the solution of the problem

\[ - \Delta_p u + f(u) = g \quad \text{in} \quad \Omega \]

\[ u = h \quad \text{on} \quad \partial \Omega, \]

where \( f \) is a nondecreasing real function and \( g \) and \( h \) are nonnegative functions. Then, given \( 0 < \zeta < M \), we have the estimate

\[ \{x \in \Omega : u(x) > \zeta\} \geq \{x \in \Omega : u(x) > \zeta + f(\zeta)\} \]

\[ \geq d(x, \{x : u(x) > \zeta + f(\zeta)\}) \geq S(h, \zeta) \]

where

\[ N_{\Lambda, \epsilon}(g) = \{x \in \Omega : g(x) > \epsilon + f(\epsilon)\}, \quad \epsilon > 0 \]

and

\[ L = \left[ \frac{\lambda p - 1}{p} \right] \frac{1}{(p-1)} \]

\[ \lambda = \left[ \frac{\lambda p - 1}{p} \right] \frac{1}{(p-1)} \]

Proof. Consider the obstacle problem

\[ v \in M, \quad - \Delta_p v + f(v) \leq g, \quad (\Delta_p v + f(v) - g)(v - h) = 0 \quad \text{in} \quad \Omega \]

\[ v = h \quad \text{on} \quad \partial \Omega. \]

By the results of Chapter 4 such a problem admits a unique solution \( v \) which must coincide with \( u \) because \( u \) already satisfies (80), (81). For \( \Lambda \in (0, M) \), let now \( u_\Lambda \) be the solution of the new obstacle problem

\[ v \in \Lambda, \quad - \Delta_p v + f(v) \leq g, \quad (\Delta_p v + f(v) - g)(v - \Lambda) = 0 \quad \text{in} \quad \Omega \]

\[ v = h \quad \text{on} \quad \partial \Omega. \]

Again, by the comparison results with respect to the obstacle, we have that \( u_\Lambda \in u \) a.e. in \( \Omega \). On the other hand, \( u_\Lambda \) satisfies

\[- \Delta_p u_\Lambda + f(u_\Lambda) + \beta(u_\Lambda - \Lambda) \geq g \]

where \( \beta \) is the maximal monotone graph given by

\[ \beta(r) = \{0\} \quad \text{if} \quad r < 0, \quad \beta(0) = [0, +\infty), \quad \beta(r) = \emptyset \quad \text{if} \quad r > 0. \]

Then \( w = u_\Lambda - \Lambda \) satisfies
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This was proved in Benilan-Brezis-Crandall [1] when in (64) \( p = 2 \) and \( \Omega = \mathbb{R}^N \) giving at the same time an existence result (see also Brezis [7] for a similar, but weaker, result).

**Theorem 2.10.** Let \( \beta(0) = (\beta^- (0), \beta^+ (0)) \), \(-\infty < \beta^- (0) < 0 < \beta^+ (0) < +\infty \) and let \( g \in L^1_{\text{loc}} (\mathbb{R}^N) \). Suppose \( R > 0 \) and that there are nonnegative functions \( e_\pm \in L^1_{\text{loc}} ((0, +\infty)) \) such that

\[
\beta^- (0) + e_-(|x|) \in g(x) \in \beta^+ (0) - e_+(|x|) \text{ a.e. for } |x| > R \quad (85)
\]

and satisfying

\[
\int_0^R s^{N-1} e_+(s) ds = +\infty. \quad (86)
\]

Then there exists a solution \( u \in L^1 (\mathbb{R}^N) \), with compact support, of the equation

\[
-\Delta u + \beta(u) \geq g \quad \text{in } \mathbb{R}^N. \quad (87)
\]

If \( N = 1 \) or \( N = 2 \) and \( \beta^0 (0) \in \text{int} \, B (R) \), then

\[
\int_0^R s \log (1 + s) e_+(s) ds = +\infty. \quad (88)
\]

are sufficient to imply that (87) has a solution \( u \in L^1 (\mathbb{R}^N) \) with compact support.

**Proof.** We shall only reproduce here the easier case \( N \geq 3 \). (For the complete proof see the mentioned reference). From (85) we have \( \beta^- (0) < g(x) < \beta^+ (0) \) for \( |x| > R \) is not enough. To see this it suffices to note that \( u(x) = e^{-px} \) \( (p > 1) \) verifies on \( \Omega = (0, +\infty) \) the equation

\[
- u'' + \beta(u) \geq g
\]

with \( \beta(r) = \beta (0) = (0, +\infty) \), \( \beta (r) = r \) if \( r > 0 \) and

\[
g = (1 - p^2) e^{-px}. \]

Nevertheless, another sufficient condition, weaker than (84), may be given for \( \beta^- (0) < g(x) < \beta^+ (0) \) for \( |x| > R \) assumed that \( g \) does not converge too fast to \( \beta^- (0) \) or \( \beta^+ (0) \) when \( |x| \to +\infty \).
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- Δu_n + (w_n^+ - β^+(0)) = g_n - β^+(0) ∈ (g_n - β^+(0))^+,
then by comparison, we have that u_n ∈ u, w_n ∈ w, where u is the solution of - Δu + β(u) = (g - β^+(0))^+) + Δw = (g - β^+(0))^+ + Δw. (The existence of such functions u, w ∈ L^1_{loc}(R^N) can be proved as the limit of some coercive semilinear equations in R^N since (g - β^+(0))^+ ∈ L^1(R^N); see the mentioned reference.) Thus, u_n + w_n ∈ w and u_n ∈ L^1_{loc}(R^N). By the maximal monotonicity of β, w ∈ β(u) a.e. and g + Δw = w in (D(R^N)), so u is a solution of (87). Thus, it is enough to bound the supports of the u_n uniformly in n.

We make one further reduction. By the comparison principle we may assume that β(R) ∈ [-A,A] for some A > 0 (as argued in Theorem 2.1). On |x| > R, (g - β^+(0))^+ = e_+(|x|) = 0, so (g - β^+(0))^+ = w ∈ w ∈ L^1_{loc}(R^N). By standard arguments we conclude that u ∈ L^2_{loc}(R^N) for 1 < s < m. Choosing p > n, the Sobolev embedding theorem implies u ∈ C^1((x : |x| > R)). Now, choose R_0 > R and set M = sup {u(x)}.

We define the auxiliary function n(r;r_0) for r > r_0 by

\[ n(r;r_0) = \int_{r_0}^{r} \left( \int_{t}^{r} e_+(s) ds \right) dt. \]

Then, by (86), \( \lim_{r \to \infty} n(r;r_0) = +\infty \), since

\[ n(r;r_0) = \frac{1}{N-2} \int_{r_0}^{r} \left( \frac{s^{N-2}}{r^{N-2}} - s \right) e_+(s) ds. \]

Finally, choose R > R_0 so that M = n(R;R_0) and let

\[ v(x) = \begin{cases} n(R,|x|) & \text{if } R_0 \leq |x| < R, \\ 0 & \text{of } |x| > R, \end{cases} \]

We have v ∈ C^1((x : |x| > R)), v = M + u ≥ u_n if |x| = R and - Δv + β^+(v) = β^+(0) - e_+ on R < |x| < R, and - Δv = 0 on |x| > R.

Then if z = β^+(0) in R < |x| < R_i and z = β^+(0) - e_+ on |x| > R_i, then z ∈ β(v) and - Δv - z = β^+(0) - e_+ ≥ g_n. Then, by the comparison

\[ \text{principle, } v \geq u_n \text{ on } |x| \leq R_0 \text{ and so supp } u_n \subseteq (x : |x| \leq R). \]

Remark 2.10. The hypotheses of Theorem 2.19 cannot be weakened (see Benilan-Brezis-Crandall [1]).

2.2b. Rearrangement and multivalued equations.

The symmetric rearrangement of a function can be used in order to study different properties of solutions of multivalued equations. A first result in this direction corresponds to an analogous version of Theorem 1.26 of subsection 1.3a relative to single valued equations. For simplicity we shall restrict ourselves to the consideration of the semilinear multivalued equation

\[ - Lu + β(u) \ni g_1 \text{ in } \Omega \]

\[ u = 0 \text{ on } \partial \Omega \]

where L is the second order elliptic operator given by

\[ Lu = \sum_{i,j=1}^{N} D_j(a_{ij}(x)D_i u) - a(x)u \]

with \( a_{ij} \in C^1(\Omega), a \in L^m(\Omega), a > 0 \), and

\[ \sum_{i,j} a_{ij}(x) \xi_i \xi_j \geq |\xi|^2 \quad \text{for every } \xi \in \mathbb{R}^N, \xi \neq 0. \]

Here β represents a maximal monotone graph of R^2 with 0 ∈ β(0) and the main goal is to "compare" the solution u of (89), (90) with the solution v of the simplified problem

\[ - Δv + β(v) \ni g_2 \text{ in } \Omega^* \]

\[ v = 0 \text{ on } \partial \Omega^* \]

where Ω^* is a ball of measure meas Ω. We shall take advantage of this opportunity to work with L^1-solutions in contrast with subsection 1.3a where we considered variational solutions. We recall that the existence of the (unique) function u ∈ W^{1,1}_0(Ω) (resp. v ∈ W^{1,1}_0(Ω^*)) satisfying
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the existence of $c_1 \in L^1(\Omega)$ (resp. $c_2 \in L^1(\Omega^*)$) with $c_1(x) \in B(u(x))$ (resp. $c_2(x) \in B(v(x))$) for a.e. $x$ and such that $-Lu + c_1 = g_1$ (resp. $-L\nu + c_2 = g_2$) for a.e. $x$, is a consequence of the main result of Brezis-Strauss [1] (see also Chapter 4), when it is assumed $g_1 \in L^1(\Omega)$ (resp. $g_2 \in L^1(\Omega^*)$).

**Theorem 2.20.** Let $u$ and $v$ be nonnegative $L^1$-solutions of (89) [90] and (91) [93] respectively. Assume that $g_2$ is a nonincreasing radial function and that $g_1^* \leq g_2$ (in the sense of Definition 1.2). Then $c_1^* \leq c_2^*$. Moreover, for any convex nonincreasing real function $\phi$, we have that

$$\int_\Omega \phi(c_1(x))dx \leq \int_{\Omega^*} \phi(c_2(x))dx.$$  \hspace{1cm} (94)

**Sketch of the proof.** We first assume that $g_1$ and $g_2$ are bounded functions. Let $\varepsilon > 0$ fixed and $\mu > 0$. Consider $u^\varepsilon$ and $v^\varepsilon$ to be the solutions of the (single valued) problems (we drop for a while $\mu$)

$$-Lu + \beta_\varepsilon(u) = g_1 \quad \text{in} \quad \Omega,$$

$$u = 0 \quad \text{on} \quad \partial \Omega,$$

and

$$-L\nu + \beta_\varepsilon(v) = g_2 \quad \text{in} \quad \Omega^*,$$

$$\nu = 0 \quad \text{on} \quad \partial \Omega^*,$$

where $\beta_\varepsilon$ is the Lipschitz continuous nondecreasing function defined by $\beta_\varepsilon(r) = cr + \beta_{\mu}(r)$, $\beta_{\mu}$ being the Yasida-approximation of $\beta$.

$$(g_\mu(t) = (1 - (1 + \mu t)^{-1})(1/\mu), \mu > 0).$$

In this context Theorem 1.26 can be applied, and so $\beta_\varepsilon(u^\varepsilon) \leq \beta_\varepsilon(v^\varepsilon)$. Finally, the proof ends by using the convergence result of Brezis-Strauss [1]. Indeed, there it is shown that $\beta_\varepsilon(u^\varepsilon) \rightarrow u^\varepsilon + c_1^*$ in $L^1(\Omega)$ (resp. $\beta_\varepsilon(v^\varepsilon) \rightarrow v^\varepsilon + c_2^*$ in $L^1(\Omega^*)$) when $\mu \rightarrow 0$ for some adequate functions $u^\varepsilon$, $v^\varepsilon$, $c_1^*$ and $c_2^*$ with $c_1^* \in B(u^\varepsilon)$, $c_2^* \in B(v^\varepsilon)$ a.e. Finally, if $g_1$ and $g_2$ are in $L^1$, we take $g_1^*$ and $g_2^*$ bounded functions satisfying $(g_1^*)^* \leq g_2^*$, $g_2^*$ being a nonincreasing radial function, and again, by the mentioned work, we know that $u^\varepsilon \rightarrow u$, $v^\varepsilon \rightarrow v$ in $L^1$ and that $c_1^* + c_1$ and $c_2^* + c_2$ in $L^1$, when $\varepsilon \rightarrow 0$.

**Remark 2.11.** It is also possible to state Theorem 2.20 for quasilinear multivalued equations like (89). Indeed, it suffices to apply the convergence result due to Benilan [2] and the accretiveness of the operator $\Delta_p$ in $L^1$ (see also Chapter 4). In any case, the $L^1$-setting requires some further assumptions in the nonlinearities than the variational one.

For instance, for general diffusion equations like (3) of Section 1.3, we need the monotone dependence of $A(x,u,\xi)$ with respect to $\xi$.

As in subsection 1.3a, from the above result we can derive an isoperimetric inequality for the null set of solutions of multivalued equations.

**Corollary 2.21.** Let $L$ be as above and let $\beta$ a maximal monotone graph of $\mathbb{R}^2$ with $0 \in \beta(0)$. For $k > 0$, let $u$ be the solution of

$$-Lu + \beta(u) \ni 0 \quad \text{in} \quad \Omega,$$

$$u = k \quad \text{on} \quad \partial \Omega.$$

Finally, let $\Omega^*$ be a ball of the same measure as $\Omega$, and let $v$ be the solution of

$$-L\nu + \beta(v) \ni 0 \quad \text{in} \quad \Omega^*,$$

$$\nu = k \quad \text{on} \quad \partial \Omega^*.$$

Then, $\mathcal{L}(\mathbb{R}^2 > 0 \in \Omega$, the null set $N(u)$ is empty. Moreover, $\mathcal{H}^{n-1}(\partial N(u))$.

Now we return to the context of Theorem 2.20. As was already pointed out in Remark 1.16, the explicit inequality $u^\varepsilon \leq v$ is not true in general. Nevertheless we shall prove another explicit inequality, very useful in order to have a new sufficient condition for the occurrence of the free boundary in multivalued equations. The idea is to compare $u^\varepsilon(u$ the nonnegative solution of (80), (90)) with the radially symmetric function $z$, solution of the problem

$$-Lz + \beta^*(z) \ni g_2 \quad \text{in} \quad \Omega^*,$$

$$z = 0 \quad \text{on} \quad \partial \Omega^*,$$

where $\beta^*$ is the maximal monotone graph of $\mathbb{R}^2$ defined from $\beta$ by
\( \beta^+(r) = (0, \beta^+(0)) \) if \( r > 0 \), \( \beta^+(0) = (-\infty, \beta^+(0)) \), \( \beta^+(r) = \emptyset \) if \( r < 0 \) (97)

(note that now \( D(\beta^+) = \emptyset \) and \( 0, \beta^+(0) \).

**Theorem 2.22.** Let \( u \) and \( z \) be nonnegative \( L^1 \)-solutions of (89), (90) and (95)(96) respectively. Assume that \( g_2 \) is a nonincreasing radial function and that \( g_2(z) \leq g_2(z) \). Then \( u^* \in z \) a.e. in \( \Omega^* \).

**Remark 2.12.** If \( \beta \) is in fact a nondecreasing continuous function with \( \beta(0) = 0 \) and \( g_2 \geq 0 \) then Theorem 2.22 reduces to Remark 1.16. However, if \( \beta \) is a maximal monotone graph, multivalued at the origin, then nonnegative solutions \( u \) of (89), (90) may exist even for \( g_1 \) changing in sign (this is the case if e.g., \( D(\beta) \subset \Omega^* \)). In any case, \( z \) is the solution of the variational inequality

\[
\begin{align*}
-z > 0, & -\Delta z + g_2(z) + \beta^+(0) \quad \text{and} \quad (-\Delta z - g_2(z) \beta^+(0))z = 0 \quad \text{in} \quad \Omega^* (98) \\
z = 0 & \quad \text{on} \quad \partial \Omega^*. (99)
\end{align*}
\]

Again, note that \( z \geq 0 \) even if \( g_2 \) is not a positive function and that the coincidence set \( \{z = 0\} \) may be non empty.

As in subsection 1.3a, the proof of Theorem 2.22 is given in several steps relative to variational solutions.

**Lemma 2.23.** Let \( g_1 \in L^1(\Omega) \) and \( u \in H_0^2(\Omega) \) be the (nonnegative) solution of (89), (90). Then the decreasing rearrangement \( \tilde{u} \) of \( u \) satisfies

\[
\begin{align*}
-\frac{d}{ds}(\theta) & \leq \left( \frac{1}{Nw^N} \right)^2 \left[ \int_0^1 \left| f_0(g_2(z) - \beta^+(0))dz \right| \right] (100)
\end{align*}
\]

a.e. \( s \in (0,|u > 0|) \), where \( \tilde{g}_1 \) is the signed decreasing rearrangement of \( g_1 \).

**Proof.** From the assumptions, there exists \( c_1 \in L^1(\Omega) \) (in fact in \( L^1(\Omega) \)) such that \( c_1(x) \leq \beta(u(x)) \) a.e. \( x \in \Omega \) and verifying \( -Lu + c_1 = g_1 \) in \( \Omega \). Then, for every \( w \in H_0^2(\Omega) \) we have

\[
\sum_{i,j=1}^N \int_{\Omega} \frac{\partial^2 w}{\partial x_i \partial x_j} + \frac{\partial w}{\partial x_i} + \frac{\partial w}{\partial x_j} = f_i g_1 w
\]

Taking \( w = T_{t,h}(u) \), with \( T_{t,h} \) defined in the proof of Lemma 1.29, and remarking that \( \beta(0) > 0 \) and \( c_1 T_{t,h}(u) \geq \beta^+(0) T_{t,h}(u) \) for a.e.

where \( b_2 \) is the unique solution of \( \chi(s_2) = 0 \) in \( |g_2(z) - \beta^+(0) > 0|, |\Omega^*| \):

\[
(101)
\]

**Proof.** Inequality (103) follows from the comparison \( u^* < z \). On the other hand, if \( g_2 \leq \beta^+(0) \) then the unique solution of (95), (96) (i.e. of the variational inequality (98), (99)) is \( z \equiv 0 \). Now, the function \( X \) is concave because \( \frac{dX}{ds} = g_2 - \beta^+(0) \) is nonincreasing. Moreover, \( X \) is strictly increasing in \( (0,|g_2(z) - \beta^+(0) > 0|) \), constant in \( (|g_2(z) - \beta^+(0) > 0|, |g_2(z) - \beta^+(0) > 0|) \), and strictly decreasing in \( (|g_2(z) - \beta^+(0) > 0|) \). Otherwise, \( \chi(z) = 0 \) and \( \chi(\Omega^*) \). Then, if \( \int_{\Omega^*} (g_2(z) - \beta^+(0))dx > 0 \) (and \( g_2 \neq \beta^+(0) \)) we have \( \chi > 0 \) on \( \Omega^* \) and then by (102) \( \frac{d\chi}{ds} < 0 \) on \( \Omega^* \) which implies that \( \chi(\Omega^*) \). Finally, assume that \( \int_{\Omega^*} (g_2(z) - \beta^+(0))dx < 0 \) and \( g_2 < \beta^+(0) \) in \( \Omega^* \). Now, it is clear that \( \chi(z) > 0 \) because, otherwise, \( g_2 - \beta^+(0) \) must be non-positive on \( \Omega^* \). By the above description of \( \chi \), there exists a unique \( s_2 \in (|g_2(z) - \beta^+(0) > 0|, |\Omega^*|) \) such that \( \chi(s) \geq 0 \) if \( 0 < x < s_2 \), \( \chi(s) = 0 \) and \( \chi(s) < 0 \) if \( s_2 < s < |\Omega^*| \).

But from (102) and the monotonicity of \( s_2 \), we conclude that \( s_2 \notin [0,|\Omega^*|] \).

The above result is a slight generalization of the work Bandle-Mososo [1] concerning the obstacle problem (i.e., \( \beta \) given by (66)). Taking \( g_2 = g_2^* \) and using the equimeasurable of \( g_2^* \) and \( g_2 \), we find the following sufficient condition for the existence of the free boundary \( \mathcal{F}(u) \).

**Corollary 2.24.** Let \( u > 0 \) be the solution of (89), (90). Then \( \mathcal{F}(u) \)

\[
\int_{\Omega} (g_2(z) - \beta^+(0))dx < 0
\]

the null set \( N(u) \) has a positive measure. If in addition \( |g_2(z) - \beta^+(0) > 0| > 0 \) then the existence of the free boundary \( \mathcal{F}(u) \) is assured.

**Remark 2.13.** It is interesting to compare Corollary 2.24 with Theorem 2.17 where a different criterion is given for the existence of the free boundary. Essentially, each result is of a different nature. Hypothesis (104) is a global assumption and, in contrast, Theorem 2.17 is a local one. In spite of this, there are some cases in which Theorem 2.17 cannot be applied; however, these are included in Corollary 2.24.
\( x \in \Omega \), then we obtain the same conclusion as in Lemma 1.29, but now replacing the term \( f(u) \) by the constant \( g^+(0) \). Note that now
\[
\bar{g}_*(s) = \inf \{ t \in \mathbb{R} : \text{meas } \{ x : g_*(x) > t \} < s \}. \tag{100}
\]
In particular, if we define the function
\[
\chi(r) = \int_0^r (\bar{g}_*(0) - g^+(0)) \, \text{d}r \tag{101}
\]
then the above result proves that \( \chi(u(t)) > 0 \) for a.e. \( t \in (0, \text{ess.sup} u) \), where \( u(t) \) is the distribution function of \( u \). Arguing as in the proof of Lemma 1.31, we have that in fact \( \chi > 0 \) on \( (0, [u > 0]) \). Finally, inequality (100) is proved using Lemma 1.30 and reproducing again the proof of Lemma 1.31.  

**Proof of Theorem 2.22.** We first prove it for \( g_1 \in L^2 \) and so for \( u \) and \( z \) being variational solutions. It is easy to check that the (unique) solution \( z \) of (95), (96) is a radial symmetric function, with \( z \in C^1(0, |\Omega|) \) and such that
\[
-\frac{\partial^2 z}{\partial s^2}(s) = \left( \frac{1}{N} \right)^{\frac{1}{N-1}} \left[ \int_0^s (g_2(s) - g^+(0)) \, \text{d}s \right] \tag{102}
\]
for every \( s \in (0, |\Omega|) \). (See Lemma 1.32). The conclusion now follows by using that \( g_2^+ \leq g_2 \), \( \bar{g}_*(|\Omega|) = \bar{z}(|\Omega|) = 0 \) and integrating in (100) and (102). Finally, the conclusion for \( L^1 \)-solutions is obtained by approximation arguments as in Theorem 2.20.  

An important consequence of the above theorem is the following isoperimetric inequality for the null set (or coincidence sets) of solutions of the mentioned problems. 

**Theorem 2.23.** Under the assumptions of Theorem 2.22 we have
\[
\text{meas } N(u) \leq \text{meas } N(z) \tag{103}
\]
Moreover
\[
\text{meas } N(z) = |\Omega| \quad \text{and} \quad z = g^+(0), \tag{104}
\]
\[
\text{meas } N(z) = 0 \quad \text{and} \quad \int_\Omega (g_2 - g^+(0)) \, \text{d}x > 0 \quad \text{and} \quad g_2 \not\equiv g^+(0), \tag{105}
\]
and
\[
\text{meas } N(z) = |\Omega| \quad \text{for } s > 0 \quad \text{otherwise}, \tag{106}
\]
They correspond, for instance, to the case when the function \( g_1(x) - g^+(0) \) oscillates with a high frequency and small amplitude. Obviously, the corresponding result for nonpositive solutions \( u \) of (89), (90) is also true, but the case of \( u \) changing in sign seems to be delicate because the limitation of the techniques of the rearrangement. (Part v) of Theorem 1.25 is not true for the signed rearrangement when \( u \) changes in sign; see Massimo).  

Rem. 2.14. Theorems 2.22 and 2.23 are also true for quasilinear multivalued equations as in (69). On the other hand, the mentioned result also holds for the general obstacle problem (54), assuming \( \phi \in H^1(\Omega) \cap L^1(\Omega) \); see Bandle-Mossino [1]. See also Maderena-Salsa [2] for the case of other non-zero obstacles \( \psi \).  

**2.2c. Further results.**

Many of the results of Section 1.4 remain true for the obstacle problem as well as for zero order reactions. The main reason is that both problems can be formulated as a semilinear equation - \( \Delta u + f(u) = 0 \) with \( f(r) = \xi \, \mathbf{1}_{r > 0} \) and so they correspond to the limiting case of \( f(r) = \lambda \, r^q \) with \( 0 < q < 1 \), \( q + 0 \). We note that the solution of this limit case satisfies
\[
-\Delta U > -\lambda \, U > 0, \quad U(\Delta U + \lambda) = 0 \quad \text{a.e. in } \Omega \tag{107}
\]
\[
U = 1 \quad \text{on } \partial \Omega \tag{108}
\]
Note also that the non-homogeneous obstacle problem
\[
-\Delta u > 0, \quad u > \psi \quad (u - \psi) \Delta u = 0 \quad \text{in } \Omega \tag{109}
\]
\[
u = 1 \quad \text{on } \partial \Omega \tag{110}
\]
can be reduced to the homogeneous one assuming that \( \psi \) satisfies
\[
\Delta \psi > -\lambda \quad \lambda > 0 \tag{111}
\]
Indeed, it suffices to take \( u = U + \psi \).
In this way, the behaviour of solutions of the zero order reactions or of the obstacle problem (105), (106) can be studied as in subsection 1.4a by making there \( q = 0 \). The same happens with the Lebesgue and Hausdorff measure results of the free boundary given in subsection 1.4a. Finally,
the convexity of the coincidence set \( u = \psi \), with \( u \) solution of (107) (108), remains also true (and with the same proof as in Subsection 1.4c) assuming that \( \Omega \) is a convex set in \( \mathbb{R}^3 \) and \( \psi \) satisfies (109).

Remark 2.15. It is important to point out that a very exhaustive qualitative study of solutions of variational inequalities (even under formulations more general than (107),(108)) was made by L.A. Caffarelli in [1] and [3] (see also the recollection made in the book Friedmann [3]). In fact these results were the starting point for the study of semilinear equations.

Remark 2.16. The nature and geometrical properties of the coincidence set in variational inequalities have been considered in the literature by many different authors (see the panoramic exposition of Kinderlehrer [11]). Most of those results relate to domains \( \Omega \) of \( \mathbb{R}^2 \) and give a very complete description of this set. For \( N > 2 \) the starshapedness of the coincidence sets (for convex domains \( \Omega \) and concave obstacles \( \psi \)) was proved by Kawohl [1] and Sakaguchi [11]. The convexity of this set for the problem (107),(108) has been recently obtained in Kawohl [6] for \( N > 2 \).

We shall end this section by studying the convergence of the free boundary \( \mathcal{P}(u) \) for the obstacle problem. First of all we recall the notion of Hausdorff distance \( d(A,B) \) between two sets \( A,B \):

\[
d(A,B) = \inf \{ \varepsilon > 0 : A \subset B^\varepsilon \text{ and } B \subset A^\varepsilon \},
\]

where we have used the notation

\[
d^\varepsilon = \{ x \in \mathbb{R}^N : d(x,0) < \varepsilon \}
\]

for any set \( D \subset \mathbb{R}^N \) and \( \varepsilon > 0 \). (We also recall that the set \( H(K) \) of all compact subsets of the compact set \( K \) of \( \mathbb{R}^N \) becomes a compact metric space with the Hausdorff distance: see, e.g., Dellacherie [1]). Now we are concerned with the solutions of the variational inequality

\[
- \Delta u \geq g , \quad u \geq 0 , \quad (- \Delta u - g)u = 0 \quad \text{in } \Omega \quad (110) \\
u = 0 \quad \text{on } \partial \Omega. \quad (111)
\]

By the existence results (see Chapter 4) we know that if \( g \in L^p(\Omega) \) the solution \( u \) is \( H^1_0(\Omega) \cap W^{2,p}(\Omega) \).

Theorem 2.25. Let \( \omega \) be an open smooth subset, \( \omega \subset \subset \Omega \). Let \( g_\nu \) and \( g_0 \) in \( C_0^\infty(\Omega) \) satisfying

\[
\begin{align*}
g_\nu &\to g_0 \text{ in } L^p(\Omega) , \text{ for some } p > N , \text{ when } \nu \to 0 \quad (112) \\
g_\nu &\leq -u < 0 \text{ in } \omega , \text{ for every } \nu > 0 \text{ and some } u > 0 . \quad (113)
\end{align*}
\]

Let \( u_\nu \) (resp. \( u_0 \)) be the solutions of (110), (111) corresponding to \( g = g_\nu \) (resp. \( g = g_0 \)) and assume that

\[
\text{int (} N(u_\nu) \cap \omega \text{)} = N(u_0) \cap \omega.
\]

Then \( \mathcal{P}(u_\nu) \cap \bar{\omega} \to \mathcal{P}(u_0) \cap \bar{\omega} \) in Hausdorff distance, and if \( 1_{u_\nu} \) (resp. \( 1_{u_0} \)) denotes the characteristic function of \( N(u_\nu) \) (resp. \( N(u_0) \)) then \( 1_{u_\nu} = 1_{u_0} \) in \( L^s(\omega) \) for any \( 1 < s < m \).

Proof. Due to (112) and using the Sobolev embedding it is easy to see that the solutions \( u_\nu , u_0 \) are such that

\[
- \Delta u_\nu = g_\nu \text{ in } C(\bar{\omega}) \text{ and } - \Delta u_0 = g_0 \text{ in } C(\bar{\omega}) \quad (115)
\]

(see details in Rodrigues [1]). Now consider an arbitrary small open ball \( B \subset \omega \) such that \( B \subset \mathcal{P}(u_\nu) = \emptyset \) for infinitely many \( \nu > 0 \). So we have \( u_\nu = 0 \) or \( u_\nu > 0 \) in \( B \). In the first case, it is clear that \( u_\nu = 0 \) in \( B \). In the second one, \( u_\nu \) verifies the equation

\[
- \Delta u_\nu = g_\nu \text{ in } B \quad (116)
\]

By (115), the same equation holds for \( u_0 \). But \( g_0 \neq 0 \) in \( \omega \) and then \( \text{int (} N(u_\nu) \cap B \text{)} = \emptyset \) and, by (114), this implies that \( B \subset \mathcal{P}(u_\nu) = \emptyset \). In any case \( B \cap \mathcal{P}(u_\nu) = \emptyset \) and, therefore \( \inf \{ e : \mathcal{P}(u_\nu) \cap \bar{\omega} \cup \mathcal{P}(u_\nu) \cap \bar{\omega} \} \) tends to zero as \( \nu \to 0 \). On the other hand, let \( e > 0 \) be the radius of any open ball \( B \subset \omega \) such that \( B \cap \mathcal{P}(u_\nu) = \emptyset \). If \( u_\nu > 0 \) in \( B \), by (115) we find that \( u_\nu > 0 \) in \( B \). But \( B \cap \mathcal{P}(u_\nu) = \emptyset \) and \( B \cap \mathcal{P}(u_\nu) = \emptyset \) for any \( 0 < e < e \) and for all \( \nu \) small enough. If \( u_\nu = 0 \) in \( B \), and \( x_\nu \in B \), \( u_\nu \) for infinitely many \( \nu > 0 \), by the "nondegeneracy property" (Theorem 1.44 of Chapter 1).
2.3. A SINGULAR EQUATION.

Another class of nonlinear equations giving rise to the free boundary \( \varepsilon \) may be illustrated by the following special problem:

\[
\begin{align*}
-\Delta u + \lambda u^{-k} &= 0 \quad \text{in } \Omega \\
u &= 1 \quad \text{on } \partial \Omega
\end{align*}
\]

(1) (2)

where \( \lambda > 0 \), \( k \in (0,1) \), and \( \Omega \) is assumed to be an open regular bounded set of \( \mathbb{R}^n \). As we shall detail later many pathologies may occur (lack of comparison principle, nonuniqueness, low regularity etc), due to the presence in the equation of the nonlinear singular term \( u^{-k} \) (recall that the case \( k = 0 \) corresponds, formally, to the obstacle problem). Nevertheless, the main reason to expect the existence of the free boundary is that such a nonlinearity satisfies the fundamental assumption for the existence of local super and subsolutions given in Section 1.1 (see Theorem 1.5).

The problem (1),(2) appears as the limiting case of some models in heterogeneous chemical catalyst kinetics (Langmuir-Hinshelwood model) where the equation is

\[
-\Delta u + \lambda u^{-k} = 0 \quad \text{in } \Omega
\]

(3)

with \( k > 0 \), \( m \geq 1 \), \( \lambda > 0 \) and \( \varepsilon > 0 \) (Aris [11]), as well as in models in enzyme kinetics

\[
-\Delta u + \lambda \frac{u^m}{u + \alpha k} = 0 \quad \text{in } \Omega
\]

(4)

(Banks [11]). In subsection 2.3a we recall different results about the solutions of (1) and (4) of interest in the study of the free boundary, which is made in subsection 2.3b.

In the following, and for the sake of simplicity, we shall identify (nonnegative) solution of (1),(2) with functions satisfying the boundary condition (2) and the equation (1) in the sense that \( \Delta u + \lambda u^{-k} \|u\|^m \geq 0 \) where \( \|u\| = \{x \in \Omega: u(x) > 0\} \) and the equation (1) in the sense that \( \Delta u + \lambda u^{-k} \|u\|^m \geq 0 \) where \( \|u\| = \{x \in \Omega: u(x) > 0\} \).
\( J_0(v) = \frac{1}{2} \int_{\Omega} |\nabla v|^2 \, dx + \frac{\lambda}{1-k} \int_{\Omega} v^{1-k} \, dx \)  

(5)

in the convex set \( K = \{ v \in H^1(\Omega), \, v \geq 0 \text{ a.e. on } \Omega, \, v = 1 \text{ on } \partial \Omega \} \).

(note that here we are only interested in nonnegative solutions and that the boundary condition may be replaced, in general, by \( u = h \) on \( \partial \Omega \), \( h \in H^1(\partial \Omega) \). The existence of, at least, one \( u \in K \) that minimizes \( J_0 \) on \( K \) is standard, even though \( J_0 \) is not a convex functional (see Chapter 4). A more delicate question is to prove that \( u \) satisfies the equation (1). As a first step, we shall see that at least \( u \) is subharmonic, that is,

\[
\int_{\Omega} \Delta z \geq 0 \quad \text{for all} \quad z \in C^2(\Omega), \quad z \geq 0.
\]

Since \( u \in H^1(\Omega) \), by the comparison principle for the Laplace operator, it is sufficient to show that \( u \) is below any harmonic replacement.

**Lemma 2.26.** Let \( x_0 \in \Omega \) and \( B_r(x_0) \subset \Omega \). Consider \( H_r(x) \) defined by \( H_r(x) = u(x) \) on \( \Omega - B_r(x_0) \) and such that \( \Delta H_r(x) = 0 \) in \( B_r(x_0) \).

Then \( u \in H_r \) on \( B_r(x_0) \).

**Proof.** Let \( w = \min (H_r, u) \). Then \( w \in K \) and, if we denote by \( B_r \) to \( B_r(x_0) \), we have

\[
J_0(w) - J_0(u) = \frac{1}{2} \int_{B_r} (|\nabla w|^2 - |\nabla u|^2) \, dx + \frac{\lambda}{1-k} \int_{B_r} (w^{1-k} - u^{1-k}) \, dx.
\]

To estimate such a difference, we note that \( w-u \in H^1(B_r) \) and, by a well-known result (see e.g. Kinderlehrer-Stampacchia [2]), Lemma A.4, we have that \( \nabla (w-u) = 0 \text{ a.e. on the set } \{ x \in B_r : w-u = 0 \} \). Thus,

\[
\int_{B_r} \nabla w \cdot \nabla (w-u) \, dx = \int_{B_r} \nabla H_r \cdot \nabla (w-u) \, dx = 0
\]

because \( H_r \) is harmonic and \( w-u \in H^1(B_r) \). Then

\[
\int_{B_r} (|\nabla w|^2 - |\nabla u|^2) \, dx = \int_{B_r} \nabla (w-u) \cdot \nabla u \, dx = \int_{B_r} |\nabla (w-u)|^2 \, dx.
\]

Since \( w \leq u \) we deduce that \( J_0(w) - J_0(u) \leq 0 \) with equality if and only if \( w = u \). Then, as \( u \) minimizes \( J_0 \) we have \( w = u \) and the assertion follows.

With the help of the above result we can already examine the one-dimensional case in order to show, in this special case, how the free boundary may exist if the "sizes" of the domain and of the solutions are in an adequate balance. Let \( u \) be a variational solution of

\[
\begin{align*}
-\Delta u + \lambda u^{\frac{k}{k-1}} &= 0, \quad \text{in } \Omega = (0,R) \\
u(0) &= 0, \quad u(R) = h, \quad h > 0,
\end{align*}
\]

(6)

(7)

with \( \lambda > 0 \) and \( 0 < k < 1 \). Since \( u \in H^1(0,R) \), \( u(x) \) is absolutely continuous on \([0,R]\). Furthermore, since \( u \) is subharmonic, \( u \) is convex. Then

\[
u(x) = 0 \quad \text{on } [0,s] \text{ for some } s; \quad u(x) > 0 \quad \text{and} \quad -u'' + \lambda u^{\frac{k}{k-1}} = 0 \quad \text{in } (s,R).
\]

Now we shall prove that if \( h \) is small (or \( \lambda \) or \( R \) is large) the free boundary \( \partial\Omega \) exists i.e. \( 0 < s < R \). Indeed, if this is not the case, i.e. if \( s = 0 \), then since \( u \) is subharmonic, \( u \leq h \) on \((0,R)\) and \( u'' = \lambda h^{\frac{k}{k-1}} \), which implies

\[
u(x) > \frac{\lambda h^{\frac{k}{k-1}}}{2} x^2
\]

because \( u(0) = 0 \) and \( u \) is nondecreasing. Then

\[
h = u(R) > \frac{\lambda h^{\frac{k}{k-1}}}{2} R^2,
\]

which is impossible if

\[
h^{1+k} < \frac{\lambda R^2}{2}.
\]

(8)

We remark that some particular solutions of (6), (7) may be constructed as the solutions of the homogeneous Cauchy problem given by (6) and \( u(0) = u'(0) = 0 \). Indeed, if \( 0 < k < 1 \), the function \( f(x) = \lambda x^{-k} \) satisfies the integral condition

\[
\int_0^s \frac{ds}{[f(s)]^{1/2}} < +\infty
\]

(9)
with $F(r) = |x/(1-k)|^{1-k}$ and then, as in Lemma 1.3, we conclude that for every $s > 0$ the function

$$u(x) = 0 \text{ if } 0 < x < s, \quad u(x) = \frac{2}{1+k} \left( \frac{2(1-k)}{1+k} s \right)^{1/2} (x - s)^{1/2} \text{ if } x > s \quad (10)$$

is such a solution. Note that condition (8) may be improved for this special solution.

Returning to the N-dimensional formulation (1),(2), we point out that the study of the regularity of solutions becomes a difficult question if we assume that the free boundary $F(u)$ does exist. For instance, the example given in (10) shows that the expected optimal regularity is $u \in C^{1,1-(1-k)/(1+k)}(\Omega)$. Such a regularity was proved in Phillips [1] by exploiting the fact that the functional $J_s(\cdot)$ preserves minimizers under a certain scaling:

$$J_s, r(v) = \frac{(N + 4 - 2s^{1+k})}{1+k} J_s(v) \quad (11)$$

where, here $J_s, r(\cdot)$ denotes the functional (5) on the ball $B_r$, and for $v \in H^1(B_r)$, $v^s$ is given by $v^s(x) = v(s(x))/s^{1/(1+k)}$. The study of the growth of solutions near the free boundary is also used there. By a similar program to the one mentioned in subsection 4.1, the following result is proved in Phillips [1] and [2] (see also Giaquinto-Giusti [1]):

Theorem 2.27. Let $h \in H^1(\Omega)$, $h > 0$. Then any variational solution of equation (1) satisfying $u = h$ at $\partial \Omega$ is such that $u \in C^{1,1-(1-k)/(1+k)}(\Omega)$. Moreover, if $\bar{s}(u) = (x \in \Omega : u(x) > \bar{u})$, then $u \in C^0(\bar{s}(u))$, $-\Delta u + \lambda u^{1-k} = 0$ in $\bar{s}(u)$ and $u = 0$ on $\partial \Omega$. Finally $u \in W^{1,2}_0(\Omega)$ for $(1+k)/2k$ and $\Delta u = |\nabla u|^2 + \lambda u^{1-k}$ in $\bar{s}(u)$.

In order to give sufficient conditions for the existence of the free boundary $F(u)$ we shall use the approximate equation (4), with $m = 1$. Equation (3) may also be taken for this purpose. First of all we recall an existence result which is proved by means of the classical method of super and subsolutions:

Theorem 2.28. Let $\epsilon > 0$ and $k > 0$ fixed. Consider the problem

$$-\Delta u + \lambda \frac{r^+}{r^{1+k}} = 0 \quad \text{in } \Omega$$

$$u = 1 \quad \text{on } \partial \Omega \quad (12)$$

Then:

i) if $\lambda > 0$ there exists at least one classical solution $u_\epsilon$ of (12), (13) satisfying that $u_\epsilon \in C^0(\bar{\Omega})$ and $0 < u_\epsilon < 1$; ii) if $\lambda > 0$, there exists a maximal solution $\bar{u}_\epsilon$ and a minimal solution $\underline{u}_\epsilon$. Moreover, for $\lambda > 0$ fixed $\bar{u}_\epsilon$ and $\underline{u}_\epsilon$ are monotonically decreasing as $\epsilon > 0$.

The proof of this theorem consists in defining the operator $T$ by

$$\Delta(T\phi) = \lambda \frac{\phi}{\epsilon + \phi^{1+k}} \quad \text{in } \Omega, \quad T\phi = 1 \quad \text{on } \partial \Omega$$

and verifying that $T$ is a monotone increasing mapping. Finally, we apply the method of super and subsolutions (see Section 4.1.) starting with the subsolution $\underline{u} = 0$ and the supersolution $\bar{u} = 1$.

Problem (12),(13) admits a variational formulation which also supplies solutions, a priori being not necessarily coincident with any of these exhibited in Theorem 2.28. To explain this, we introduce the functional

$$J_\epsilon(v) = \frac{1}{2} \int_\Omega |\nabla v|^2 + \lambda \int_\Omega F_\epsilon(v) dx \quad (14)$$

where

$$F_\epsilon(t) = \int_0^t f_\epsilon(s) ds, \quad f_\epsilon(s) = \frac{s}{\epsilon + s^{1+k}}, \quad \epsilon > 0 \quad (15)$$

We have:

Theorem 2.29. Let $\epsilon > 0, \lambda > 0$ and $k > 0$ fixed. Then there exists at least one function $u^\epsilon \in H^1(\Omega)$ which minimizes the functional $J_\epsilon$ on the convex set $K = \{ v \in H^1(\Omega) : 0 < v < 1 \text{ a.e., } v = 1 \text{ on } \partial \Omega \}$. Moreover, $u^\epsilon$ is a solution of (12), (13).

The proof of the above theorem is quite standard and may be obtained by the arguments of Section 4.1. (Note that again $F_\epsilon(t)$ is not convex but the application $v \rightarrow \int_\Omega F_\epsilon(v) dx$ is continuous in $L^2(\Omega)$.) We also remark...
that, from theorems 2.28 and 2.29, we deduce that $u_\varepsilon u_\varepsilon^3 \in \bar{U}$ but, in general, it is not known if any of the inequalities is, in fact, an identity, except if $\lambda$ is near 0 or $+\infty$ for $\varepsilon$ and $k$ fixed. In any case, it is not difficult to show that $u_\varepsilon$ and $\bar{U}$ are relative minimum points of $J_\varepsilon$.

In order to show the convergence of solutions of (12) as $\varepsilon \to 0$, we recall the Pohozaev identity, already used in Theorem 1.36.

**Lemma 2.30.** Let $\Omega$ be a regular domain of $\mathbb{R}^N$ of outer normal unit vector $\hat{n}$ at the boundary $\partial \Omega$. Let $\hat{r}$ be the radius vector of a boundary point relative to some fixed point of $\Omega$. Let $v \in H^2(\Omega) \cap C^0(\bar{\Omega})$ be a nontrivial solution of the problem

$$\begin{align*}
-\Delta v + f(v) &= 0 \quad \text{in} \quad \Omega \\
v &= 0 \quad \text{on} \quad \partial \Omega
\end{align*} \tag{16}$$

where $F$ is a real continuous function. Then, the following identities hold:

$$\int_{\Omega} (\nabla v)^2 dx + \frac{1}{N-2} \int_{\partial \Omega} \frac{\partial v}{\partial n} (\frac{\partial v}{\partial n}) dx = -\frac{2N}{N-2} \int_{\Omega} F(v) dx \tag{18}$$

and

$$\int_{\partial \Omega} \frac{\partial v}{\partial n} (\frac{\partial v}{\partial n}) dx = -4 \int_{\Omega} F(v) dx \tag{19}$$

with $F(t) = \int_t^1 f(s) ds$.

The proof is obtained by multiplying both sides of (16) by $\xi(x) \frac{\partial v}{\partial n}$ and integrating by parts (see Pohozaev [11]). As an application we have:

**Theorem 2.31.** Assume $\Omega$ to be a regular bounded convex open set. Then, there exist positive constants $c_1$ and $c_2$ independent of $\varepsilon$ such that, for any solution $u_\varepsilon$ of (12), (13), we have $\|v_\varepsilon\|_{L^2(\Omega)} \leq c_1$ and $\|u_\varepsilon\|_{L^4(\Omega)} \leq c_2$.

**Proof.** We set $v_\varepsilon = 1 - u_\varepsilon$. Then $v_\varepsilon$ satisfies (16), (17) with

$$f(s) = -\lambda \frac{(1-s)}{\varepsilon(1-s)^{k+1}}$$

and, therefore,

$$\int_{\Omega} F(v) dx = -\int_{\partial \Omega} v_\varepsilon f(t) dt \leq \lambda \left( \int_{\partial \Omega} (1-t)^{-k} dt \right) = \lambda \left( \frac{\sigma \|\tilde{\Omega}\|}{(1-k)} \right).$$

Now, let $N \geq 3$. Since $\Omega$ is starshaped we can assume $\nabla \cdot \hat{n} > 0$ a.e., and the boundedness of $\|v_\varepsilon\|_{L^2}$ follows from (18). When $N = 2$, using the fact that there exists $\omega > 0$ such that $\nabla \cdot \hat{n} > \omega$ a.e. on $\partial \Omega$, from (19) we deduce that $\|u_\varepsilon\|_{L^4}$ is bounded in $L^4(\Omega)$. Multiplying equation (12) by $u_\varepsilon$ and using Green's formula, we get

$$\int_{\Omega} (\nabla v)^2 dx = \int_{\partial \Omega} \frac{\partial v}{\partial n} \frac{\partial v}{\partial n} dx - \int_{\Omega} F(v) dx$$

and the right-hand side is bounded, hence $\|v_\varepsilon\|_{L^2}$ is bounded. Finally, from the equation (11) we deduce that $\|u_\varepsilon\|_{L^4}$ is bounded in $L^4(\Omega)$.

Letting $\varepsilon \to 0$ we obtain:

**Theorem 2.32.** Let $u_\varepsilon$, $v_\varepsilon$ and $u_0$ be the maximal, the minimal and any variational solution of (12), (13). Then there exist $u_\varepsilon^0$, $u_0$ and $u_0^k$ nonnegative functions in $H^1(\Omega)$ such that $u_\varepsilon^0$, $u_0$ and $u_0^k$ strongly in $L^p(\Omega)$ for every $1 < p < \infty$ and weakly in $H^1(\Omega)$, $u_\varepsilon^0 - u_0^k \in L^1(S(\varepsilon_0))$, $u_0^k \in L^1(S(\varepsilon_0))$, and $u_\varepsilon^0$ satisfies the boundary condition. As well as the equation (1) in $L^1(S(\varepsilon_0))$ and $L^1(S(\varepsilon_0))$ respectively. Finally, $u_\varepsilon^0 - u_0^k$ strongly in $H^1(\Omega)$ and $u_0^k$ minimizes the functional $J_\varepsilon$ given in (5) on the convex set $K = \{v \in H^1(\Omega) : v > 0 \text{ a.e. on } \Omega, \Delta v = f \text{ on } \partial \Omega \}$.

In particular, $u_\varepsilon^0 \in C^1((k-1)/(1+k)) \cap C^0(\Omega)$ for every $1 < p < \infty$. Proof. Since $u_\varepsilon$ and $u_\varepsilon$ are decreasing as $\varepsilon \to 0$, the convergence in $L^p(\Omega)$ to $u_0$ and $u_0$ respectively is a consequence of the Beppo-Levi Theorem on monotone convergence. Moreover, if $u_\varepsilon$ is $\bar{u}_\varepsilon$ or $u_\varepsilon$ and $u_0$ represents $\bar{u}_0$ or $u_0$, then we have that $u_\varepsilon \in \bar{u}_\varepsilon$ or $u_\varepsilon$ and $u_0$.

As $u_\varepsilon$ is bounded in $L^1(\Omega)$, the same follows for $u_\varepsilon^0 + u_\varepsilon^k$ in $S(u_0)$ and, by Fatou's Lemma, $u_\varepsilon^0 \in L^1(S(u_0))$. On the other hand, by Theorem 2.31 as $\varepsilon \to 0$, one can extract a subsequence, also noted by $u_\varepsilon$, such that $u_\varepsilon$ converges to $u_0$ weakly in $H^1(\Omega)$, and in fact this is the same for the whole sequence, and $u_0$ satisfies (12) and (13). Finally, let $u_\varepsilon^0$ be the variational solution of (12), (13) as $\varepsilon \to 0$. We know
that one can extract a subsequence, again noted by \( u^j E \), such that \( u^j \to u^* \) weakly in \( H^1(\Omega) \). Moreover, by the weak-* convergence theorem, \( F_E(u^j_E) + F_E(u^j) \to F_E(u^* E) \) (\( F_E \) given in (14)) in \( L^p(\Omega) \) and then, from \( J_E(u^j_E) < J_E(v) \) \( \forall v \in K \), we deduce that \( J_E(u^j_E) < J_E(v) \) \( \forall v \in K \) and \( u^* \) realizes the minimum of \( J_E \). The strong convergence in \( H^1(\Omega) \) is then a consequence of the fact that \( \inf J_E = \inf J_E \) when \( \varepsilon \to 0 \).

The above convergence may be made more precise under some circumstances. For instance, by adapting an argument of Brauner-Eckhaus-Garber-Van Harten [11], it is possible to identify the solution \( u \), assumed adequate regularity on the eventual free boundary \( F(u) \). This is certainly verified in the following special case:

**Proposition 2.33.** Let \( u = B_{R}(x_0) \) and let \( u_{c} = \lim u_{E} \), where \( u_{E} \) is the minimal solution of (12), (13) on \( B_{R}(x_0) \). Then \( u_{c} \) is the minimal solution of (11), (2) among the set of radially symmetric solutions.

**Sketch of the proof.** First of all we note that the radial symmetry of \( u_{c} \) is deduced from the same property for each \( u_{E} \). Now let \( u_{0} \) be the minimal solution among the radially symmetric solutions of (1), (2). By using an asymptotic argument (see the above reference for a related result) for every \( \varepsilon > 0 \) it is possible to construct a function \( u_{E} \), solution of (12), (13) on \( B_{R}(x_0) \) and such that \( u_{E} \to u_{0} \) in \( C^0(B_{R}(x_0)) \). Finally, as \( u_{E} \to u_{E} \) we deduce that \( u_{0} \to u_{c} \) and then \( u_{0} = u_{c} \).

**2.3b. On the existence of the free boundary.**

A first result on the existence of the free boundary \( F(u) \) can be obtained via bifurcation theory. Indeed, the limit problem (1), (2) can be reformulated as

\[
- \Delta w = \frac{\lambda}{(1-w)\lambda} \quad \text{in} \quad \Omega \tag{20}
\]

\[
w = 0 \quad \text{on} \quad \partial \Omega \tag{21}
\]

by making \( w = 1 - u \). Then, if we define the open set \( B \) by

\[
B = \{ v \in W^{2,\infty}(\Omega) : \exists \theta > 0 , v(x) < 1 - \theta \} , \quad s > N/2
\]

it is possible to adapt an abstract result of Grdhall-Rabinowitz [[1]], Proposition 2.16 and 2.17, and we get

**Lemma 2.34.** There exists a \( \lambda > 0 \) such that for any \( \lambda < \lambda_{k} \), \( \lambda \) smallst eigenvalue of \( - \Delta \) such that, if \( \lambda > \lambda_{k} \) there exists no solution of (20), (21) in the open set \( B \). Moreover, if \( \lambda = \lambda_{k} \), there is a unique solution in \( B \).

By the above lemma, if \( \lambda > \lambda^* \), any solution \( u \) of (1), (2) with \( u \in W^{2,\infty}_{+}(\Omega), s > N/2 \), must be zero in some subset of \( \Omega \). We shall improve this result by studying first the case in which \( \Omega \) is a ball.

Again, the study of such a special case becomes much more complicated than in previous situations due to the nonuniqueness of solutions.

First of all we remark that it is not difficult to check that the computations of Lemma 1.\( \theta \) still remains true for \( q = - k \in (-1,0) \). So, the function

\[
u(x) = C \left| x - x_{0} \right|^{-\frac{2}{1+k}} \tag{22}
\]

is such that \( u \) is a solution of the equation (1) on \( B_{R}(x_0) \) if \( C = K_{N,\lambda} \) and that \( u \) is a supersolution (resp. a subsolution) of (1) if \( C < K_{N,\lambda} \) (resp \( C > K_{N,\lambda} \)). In particular, \( u \) is a supersolution of (1), (2) on \( B_{R}(x_0) \) if

\[
- \frac{1}{R^{2+(1+k)}} < C < K_{N,\lambda} , \quad K_{N,\lambda} = \left[ \frac{\lambda(1+k)^2}{2(2+(1+k))} \right] \frac{1}{1+k}, \tag{23}
\]

and in fact \( u \) is a solution of (1), (2) if \( C = K_{N,\lambda} = R^{-2/(1+k)} \). However, this information is not satisfactory because of the nonuniqueness. A more carefully study was made in Brauner-Nicolae[ko [1], [2] and Misiti-Guyot [1] whose main results are compiled in the following. First of all we restrict ourselves to the consideration of \( \Omega = B_{R}(0) \) and then we ask for nonnegative functions \( u = u(r) \) satisfying the following conditions that, for short, we shall call Problem \( P \): there exists \( r_{0} \in (0,1) \) such that

\[
u \equiv 0 \quad \text{on} \quad r < r_{0} \tag{24}
\]

\[
- \Delta u + \frac{1}{u} \quad \text{in} \quad r_{0} < r < 1 , \quad 0 < k < 1, \tag{25}
\]
\[ u(1) = 1, \quad (26) \]
\[ \lim_{r \to r_0} u(r) = \lim_{r \to r_0} u(r) = 0, \quad (27) \]
\[ \lim_{r \to r_0} u'(r) = \lim_{r \to r_0} u'(r) = 0. \quad (28) \]

In order to present the main result for the above problem, we need to introduce some notation:

\[ \beta = \frac{2}{1+k}, \quad \lambda_c = \beta (\beta + N - 2), \]
\[ A(k,N) = \frac{4(N-2)(1+k)}{(4+2(N-2)(1+k)1/2} = \frac{\beta}{\sqrt{\lambda_c}} + \frac{\sqrt{\lambda_c}}{\beta} \]
\[ B(k,N) = A^2(k,N) - 4(1+k). \]

Finally, in the plane \((k,N)\) we define the three following regions:

\[ R_1 = \{(k,N) : B(k,N) < 0\} = \{(k,N) : N< N^c(k) < N < N^c(k) \}
\]
\[ R_2 = \{(k,N) : \frac{3k-1}{\sqrt{2(1-k)}} > B(k,N) \} = \{(k,N) : k > 1/3 \text{ and } 1 < N \leq N^c(k) \text{ or } N^c(k) < N < 2 + \frac{2}{1+k}\}
\]
\[ R_3 = \{(k,N) : \sqrt{B(k,N)} \geq \frac{3k-1}{2(1-k)}\}, \]

being

\[ N^c(k) = \frac{6k+2}{k+1} + 4(\frac{1}{1+k^{1/2}}). \]

An illustration of these regions is given in the Figure 10.

We have

**Theorem 2.35.** (i) Let \((k,N) \in R_1\). Then there exist \(\lambda_1 < \lambda_c\) and \(\lambda_2 > \lambda_c\) such that: \(\lambda \in \lambda_1 \lambda_2\) problem \((P)\) has no solution; if \(\lambda \in [\lambda_1, \lambda_2] - \{\lambda_c\}\) problem \((P)\) has a finite number of solutions; if \(\lambda = \lambda_c\) there is an infinitely countable number of solutions, and finally, if \(\lambda > \lambda_2\) then there is an unique solution of \((P)\).

(ii) Let \((k,N) \in R_2\). Then there exists \(\lambda_1 < \lambda_c\) such that: \(\lambda \in \lambda_1 \lambda_2\) problem \((P)\) has no solution; if \(\lambda = \lambda_1\) there is a unique solution; if \(\lambda \in (\lambda_1, \lambda_c]\) \((P)\) has two solutions; and if \(\lambda > \lambda_c\) then there is a unique solution of \((P)\).

(iii) Let, finally, \((k,N) \in R_3\). Then, for every \(\lambda \in \lambda_c\) \((P)\) has no solution and, for every \(\lambda > \lambda_c\) there is a unique solution of \((P)\).

The following figure illustrates the dependence of \(N^c(k)\) with respect to \(\lambda\) in the three above cases.
Remark 2.19. The above theorem expresses the strong dependence of the null set \( N(u) \) of solutions of problem (P) with respect to the dimension \( N \) of the space. So, from Figure 10, we remark that given \( k \in (0,1) \) then, if \( N = 1 \), \((k,N) \in R_1\); if \( N = 2 \), \((k,N) \in R_2\); if \( 3 \leq N \leq 5 \) then \((k,N) \in R_3 \); and if \( N \geq 7 \), \((k,N) \in R_4 \), or even \( R_5 \) for \( k \geq 6 \). 

Idea of the proof of Theorem 2.35. First step. Since we find radially symmetric solutions, problem (P) is equivalent to finding \( r_0 \in (0,1) \) and \( u = u(r) \geq 0 \) such that

\[
- u''(r) + \frac{N-1}{r} u'(r) + \frac{\lambda}{u^k(r)} = 0 \quad \text{in } (r_0,1)
\]  

(29) 

\[ u'(r_0) = u(r_0) = 0 \]

(30) 

\[ u(1) = 1. \]  

(31) 

But, if \( u \) satisfies (29), (30), (31) then the function \( z \) defined by

\[
z(p) = \frac{1}{(r_0^2 + p^2)^{1+k}} u(r_0) 
\]

satisfies

\[
z''(p) + \frac{N-1}{p} z'(p) - \frac{1}{p} \frac{z^k(p)}{z'(p)} = 0 \quad \text{in } (1,1/r_0)
\]  

(32) 

\[ z(1) = z'(1) = 0 \]

(33) 

\[ z(1/r_0) = \frac{1}{r_0^k} \]  

(34) 

Conversely, if \( z \) verifies (32), (33), then \( u(r) \), defined by

\[
u(r) = \frac{z(\rho_o r)}{z(\rho_o)} \quad \rho_o > 1,
\]

satisfies (29), (30), (31) for \( r_0 = \frac{1}{\rho_o} \) and \( \lambda = \frac{p^2}{z^{1+k}(\rho_o)} \). 

Second step. The Cauchy Problem given by equation (32) and initial conditions (33) has a unique solution \( z \in C^1((1-k)/(1+k)) \cap C^0((1,\rho)) \) as can be shown by considering the nonlinear integrodifferential equation

\[
\frac{1}{2} z''(r) + \frac{N-1}{r} z'(r)^2 + \frac{\lambda}{z^k(r)} = \frac{1}{1-k} z^{1-k}(r).
\]  

(35) 

Then, by the change of unknown function, if suffices to study the values (and multiplicity) of the function \( \rho = \frac{p^2}{z^{1+k}(\rho)} \). In this way, for \( r_o = \frac{1}{\rho} \) fixed, we may know the number of solutions of (29), (30), (31).

Third step. Defining the function \( v(p) \) by

\[
v(p) = M \rho 2/(1+k) v(\rho), \quad M = \left(\frac{1}{k_r} \right)^{1/(1+k)}
\]

and making

\[
p = e^{\sqrt{\lambda_c}} \quad \text{and} \quad w(s) = v(p),
\]

it is easy to check that \( w(s) \) is the unique nonnegative solution of the new Cauchy Problem

\[
w''(s) + A(k,N) w'(s) + w(s) - \frac{1}{w^k(s)} = 0 \quad \text{in } (0,\rho_0)
\]  

(37) 

\[ w(0) = w'(0) = 0. \]  

(38) 

On the other hand, we have

\[
\frac{p^2}{z^{1+k}(p)} = \frac{\lambda_c}{w^{1+k}(s)}
\]

and so, it suffices to study the values taken by the function \( w(s) \) with their multiplicity. It is shown that \( \lim w'(s) = 0 \) and \( \lim w(s) = 0 \) and finally the conclusions of the theorem are obtained by discussing in the phase plane \((w,w')\) or by reasoning directly on the equation (37) with results of the same kind than Sturm's theorems. (See details in the mentioned references.)
Remark 2.20. Note that for \( \Omega = B_1(0) \) the only solution \( u \) of the form \( (22) \) corresponds to \( C=1 \) and then \( \lambda = \lambda_C \), i.e., \( u = u_C(r) = r^2/(1+k) \).

It is also important to remark that when \( \lambda \) is near \( \lambda_C \) problem (11),(2) may admit strictly positive solutions, as well as solutions with a non-empty null set, according to the parameters \( k \in (0,1) \) and \( N \). In any case, it turns out that \( (\lambda_C, u_C) \) is an endpoint of the bifurcation diagram for positive solutions of (11),(2). For very precise bifurcation diagrams of positive (and nonnegative) solutions we refer the reader to Brauner-Nicolaenko [2] and Misiti-Guyot [1].

Now, we consider the case of general domains \( \Omega \). In contrast to Chapter 1, now we cannot apply the comparison principle directly and so other arguments are needed. First of all we recall an useful comparison-matching lemma due to Berestycki-Lions [1]. (See also Il'in-Kalashnikov-Oleinik [1]). The result may be stated in a general setting which has many different applications (see the mentioned works): Let \( \Omega \) be a regular domain in \( \mathbb{R}^N \) and let \( \Omega_1 \) be a subdomain of \( \Omega \) such that \( \partial \Omega_1 \) is regular and \( \Omega_1 \subset \Omega \). We denote by \( \Omega_2 = \Omega - \Omega_1 \) and by \( N_1 \) the unit outward normal to \( \Omega_1 \). Let \( L \) be the operator defined by

\[
Lu = \sum_{i,j=1}^{N} D_j(a_{ij}(x)D_i u) + \sum_{j=1}^{N} b_j(x) D_j u + c(x) u
\]

where \( a_{ij} = a_{ji} \in L^*(\Omega) \), \( b_j \in L^m(\Omega) \), \( c \in L^m(\Omega) \). We denote by \( \nu \) the conormal associated with \( L \) (i.e. \( \nu = \sum_{j=1}^{N} a_{ij}(x)n_j \)).

Lemma 2.36. Let us assume that \( f \) is a measurable function on \( \Omega \times \mathbb{R} \times \mathbb{R}^N \) such that \( \partial f/\partial \nu \in H^1(\Omega) \), \( f(x,v,\nabla v) \in L^1(\Omega) \). Furthermore, we assume the existence of \( u_{\omega} \in H^1(\Omega_1) \) satisfying

\[
- Lu_{\omega} > f(x,v,\nabla v) \quad \text{a.e. in } \Omega_1, \quad \lambda_1 = 1,2.
\]

\[
u_{\omega} = u_{\omega} \quad \text{on } \partial \Omega_1 \quad \text{and} \quad \frac{\partial u_{\omega}}{\partial \nu} > \frac{\partial u_{\omega}}{\partial \nu} \quad \text{on } \partial \Omega_1,
\]

with \( f_{\omega} = f(x,v,\nabla u_{\omega}) \). Then, the function \( u \) defined by \( u = u_{\omega} \) on \( \Omega_1 \) belongs to \( H^1(\Omega) \) and satisfies

\[
- Lu > f(x,v,\nabla v) \quad \text{in } \Omega.
\]

Proof. Let \( \phi \in D(\Omega) \). We have

\[
- Lu_{\omega} \phi = \int_{\Omega} \left( \sum_{i,j=1}^{N} a_{ij}(x) D_i D_j \phi - \sum_{j=1}^{N} b_j(x) D_j \phi - c(x) \phi \right) dx =
\]

\[
= \int_{\Omega_1} (- Lu_{\omega} \phi) dx + \int_{\Omega_2} (- Lu_{\omega} \phi) dx + \int_{\Omega} \left( \frac{\partial u_{\omega}}{\partial \nu} - \frac{\partial u_{\omega}}{\partial \nu} \right) \phi ds
\]

Then, using (39),(40) and the fact that \( u \in H^1(\Omega) \) (see e.g. Gilbarg-Trudinger [1]), we conclude that

\[
- Lu_{\omega} \phi > \int_{\Omega} f(x,v,\nabla v) \phi dx \quad \text{in } \Omega.
\]

As an elementary application of the above lemma we can easily construct supersolutions from solutions on subdomains.

Corollary 2.37. Let \( B_{R}(x_0) \subset \Omega \) and let \( u_{\omega} \in \text{any solution of } (12),(13) \) in \( B_{R}(x_0) \). Then the function

\[
u_{\omega}(x,R) = \begin{cases} u_{\omega}(x) & x \in B_{R}(x_0) \\ u_{\omega} & x \in \Omega - B_{R}(x_0) \end{cases}
\]

is a supersolution of the problem (12),(13) in \( \Omega \).

Proof. Take \( L = \Delta, \Omega_1 = B_{R}(x_0), u_1 = u_{\omega} \) and \( u_2 = 1 \) and note that \( \frac{\partial u_{\omega}}{\partial \nu} > 0 \) because, by the maximum principle, \( u_{\omega}(x) < 1 \) on \( B_{R}(x_0) \).

Concerning the existence and location of the free boundary for solutions of (11),(2) in general domains we have

Theorem 2.38. Let \( \lambda > 0 \) and \( k \in (0,1) \). Then, there exists at least one solution \( u \) of (11),(12) such that its null set \( N(u) \) satisfies the estimate

\[
N(u) \supset \{ x \in \Omega : d(x,\partial \Omega) > \frac{x}{x_{1/2}} \}
\]

with

\[
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\]
\[
\lambda_c = \frac{2[N+k(N-2)]}{(1+k)^2}
\]

**Proof.** First of all we remark that, by rescaling, it is easy to see that a function of the form \( u(x) = C|x-x_0|^{2/(1+k)} \) is a solution of (1),(2) on \( B_R(x_0) \) if and only if \( \lambda = \lambda_c = \lambda_R = \lambda_c R^{-2} \) and \( C = R^{2/(1+k)} \). Denote this solution by \( u_{c,R}(x) = R^{2/(1+k)}|x-x_0|^{2/(1+k)} \). Now for \( \lambda > 0 \) fixed, let \( R > 0 \) be given by \( R^2 = \frac{\lambda}{\lambda_c} \) and let \( x_0 \in \Omega \) such that \( d(x_0, \partial \Omega) > R \). On the ball \( B_R(x_0) \) consider the function \( u_{c,R}^R(x) \) as the minimal solution of (12),(13) and let \( u_{c,R}(x,R) \) be the function constructed as in (41) from \( u_{c,R}(x) \). By Corollary 2.36, \( u_{c,R}(x,R) \) is now a supersolution of (12),(13) on \( \Omega \) and then from the method of super and subsolutions we deduce that there exists, at least, one solution \( \tilde{u}_c \) of (12),(13) on \( \Omega \) and such that \( 0 < \tilde{u}_c(x) < u_{c,R}(x,R) \) a.e. \( x \in \Omega \). Making \( \varepsilon > 0 \), by Theorem 2.32 we know that there exists a function \( u_{c,R}^{R_\varepsilon}(x) \) solution of (1),(2) on \( B_R(x_0) \) and such that \( u_{c,R}^{R_\varepsilon} + u_{c,R}^R \) in \( L^p(B_R(x_0)) \), for every \( 1 < p < \infty \). Using Theorem 2.31, we can extract a subsequence, also denoted by \( \tilde{u}_c \), such that \( \tilde{u}_c \rightharpoonup \tilde{u}_c \) weakly in \( H^1(\Omega) \) with \( \tilde{u}_c \) solution of (1),(2) on \( \Omega \). Finally, by Proposition 2.33 we deduce that

\[
0 < \tilde{u}_c(x) < u_{c,R}^R(x) < \frac{R^2}{2/(1+k)}|x-x_0|^{2/(1+k)} \text{ for a.e. } x \in B_R(x_0),
\]

and then the estimate (42) holds for the solution \( \tilde{u}_c \).

**Remark 2.21.** As in Chapter 1, the estimate (42) leads implicitly to a condition between the size of \( \Omega \) and the size of \( u \) (in this case given by \( \| u \|_{\infty} = 1 \)); nevertheless, in contrast with the case of monotone equations, the proof of the above theorem shows that this estimate is not optimal in the sense that there can exist solutions \( u \) of (1),(2) with \( N(u) \) strictly greater than the region of the right hand side of (42). (This happens, for instance, when \( k \) and \( N \) are such that \( u_B^R \neq u_{c,R} \).)

Finally, we remark that Hausdorff estimates and other regularity results for the free boundary \( F(u) \) are given in Phillips [2], when \( u \) is assumed to be a variational solution of (1),(2).

2.4. NONISOTROPIC EQUATIONS.

Up to this point of the book, the existence and properties of the free boundary \( F(u) \) have been studied for isotropic equations, i.e., equations invariant by symmetry. This property allowed us to construct (local) supre and subsolutions as radially symmetric functions \( n(|x-x_0|) \), getting in this way estimates on the location and measure of the null set \( N(u) \) which was optimal when the domain \( \Omega \) was a ball. The main goal of this subsection is to consider several classes of nonisotropic equations and to show how local super and subsolutions can still be constructed under adequate balances between the nonlinearities.

First of all, we remark that some nonisotropic equations accept radially symmetric functions as local supre and subsolutions and, in consequence, results on the free boundary similar to those given in Section 1.1 can be formulated easily for these equations. This is, for instance, the case of the second order semilinear equation given by (64),(67) and (68) of Section 1.4. More generally, the main idea in the proof of Theorem 1.13 can also be applied to some quasilinear equations as, for instance,

\[
-\Delta_p u + B(x,u,\nabla u) + f(u) = g \quad ,
\]

assumed that \( p \) and \( f \) satisfy the assumption (48) of Chapter 1, and that the term \( B(x,u,\nabla u) \) is of the form

\[
|B(x,u,\nabla u)| \leq \mu(|u|)|\nabla u|^{p-1}
\]

where \( \mu \) is an increasing real function, or (in the special case of \( p=2 \)) for convection terms \( B \) such that

\[
B(x,u,\nabla u) = \sum_{i=1}^{N} B_j(x) \partial_{x_i} b_j(u),
\]

where \( B_j \in L^\infty \) and \( b_j \in C^1(\mathbb{R}) \) for every \( j=1,...,N \). Indeed, under the mentioned conditions it is easy to see that there exists a positive constant \( k \) such that the functions \( \bar{u}(x;x_0) = n(|x-x_0|) \) are local supersolutions on \( B_R(x_0) \) of equation (1) if \( n = n(r) \) is taken as a sol-
ution of the Cauchy problem

\[-(|n'|^{p-2}n|', \quad - \frac{k}{p} |n'|^{p-2}n' + f(n) = 0 \quad (4) \]

\[n(0) = n'(0) = 0 \quad (5) \]

(The existence of such a solution is assured by the assumption of \( f \)). It turns out that the conditions on \( B(x,u,\mu) \) may be improved in different ways; a growing condition more general than (2) will be exhibited in Section 3.1, and for convection terms like (3), the assumptions \( p = 2 \) and \( b \in C^1 \) will be removed in the next subsection.

Another previous remark is that some particular, but interesting, nonisotropic equations may be reformulated in an isotropic way by an ingenious trick. This is the case of the following quasilinear equations involving another pseudo-Laplacian operator

\[- \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( |x_i|^{p-2} \frac{\partial u}{\partial x_i} \right) + f(u) = g, \quad (6) \]

where \( p > 1 \). Indeed, as was already remarked in Bamberger[11], some straightforward computations show that by introducing the new argument

\[s = |x|^p = \left( \sum_{i=1}^{N} |x_i|^p \right)^{1/p'}, \quad \frac{1}{p} + \frac{1}{p'} = 1, \]

solutions of the homogeneous equation associated to (6) (i.e., for \( g \equiv 0 \)) can be constructed as solutions of the ordinary equation

\[- \frac{1}{s^{N-1}} \frac{d}{ds} \left( s^{N-1} \frac{dn}{ds} \right) = \frac{p-2}{p} \frac{dn}{ds} + f(n(s)) = 0. \quad (7) \]

In consequence, all the results of Section 1.1 can be reformulated and proved for the equation (6) by working with balls \( B_R(x) \) in the metric \( |x|^p \), instead of the Euclidean one \( |x|^2 \), i.e., \( B_R(x) = \{ x \in \mathbb{R}^N : |x - x_0|^p < R \} \).

We end the introduction to this section by pointing out that some nonisotropic equations in divergence form are treated in Subsection 2.4a, while the general case of nonisotropic equations (not in divergence form) is developed in Subsection 2.4b where the special case of the Hamilton-Jacobi-Bellman equation is also considered.


The existence of the free boundary \( \partial \Omega \) can still be derived from an adequate diffusion-absorption balance, as in previous sections, for nonisotropic equations such as

\[- \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( |x_i|^{p-2} \frac{\partial u}{\partial x_i} \right) + f(u) = g \quad \text{in} \quad \Omega \quad (8) \]

\[u = h \quad \text{on} \quad \partial \Omega \quad (9) \]

Here, the structural assumptions will be the following:

\[a_i \in C^0(\mathbb{R}) \cap C^1(\mathbb{R} \setminus \{0\}), \quad a_i(s) > 0 \quad \text{if} \quad s \neq 0, \quad a_i(-s) = -a_i(s), \quad \forall i = 1, \ldots, N \quad (10) \]

and

\[f \quad \text{is a nondecreasing continuous function,} \quad f(0) = 0 \quad (11) \]

Existence, uniqueness and comparison results under these circumstances can be given in a variational setting as well as for \( g \) merely in \( L^1 \) (see Chapter 4). Concerning the existence of the free boundary \( \partial \Omega \), it seems natural to ask for nonisotropic super and subsolutions, i.e.,

\[\overline{u}(x ; \Omega) = \sum_{i=1}^{N} a_i(|x_i - x_{0,i}|) \quad (13) \]

if \( x = (x_1, \ldots, x_N) \). The keystone in this approach is the following simple lemma.

**Lemma 2.39.** Assume that \( a_j \) and \( f \) are such that

\[\int_{0^+} \frac{ds}{A_j(f(s))} < +\infty \quad (14) \]
For every \( 1 \leq j \leq N \), where

\[
A_j(r) = \int_0^r a_j'(s)ds \quad \text{and} \quad F(r) = \int_0^r f(t)dt.
\]

For \( r > 0 \) let

\[
\psi_j(r) = \int_0^r \frac{ds}{A_j^{-1}(F(s)/N)}
\]

and define \( \eta_j(s) = \psi_j^{-1}(s) \). Then, given \( x_0 = (x_{o,1}, \ldots, x_{o,N}) \), the function

\[
\bar{u}(x) = \sum_{j=1}^N \eta_j(|x_j - x_{o,j}|)
\]

satisfies that \( \bar{u}(x_0) = 0 \), \( \bar{u}(x) \geq 0 \)

\[
- \sum_{j=1}^N \frac{a_j(\bar{u})}{\bar{u}} \frac{\partial \bar{u}}{\partial x_j} + f(\bar{u}) \geq 0.
\]

Proof. By construction it is clear that \( \eta_j(0) = \eta_j'(0) \) and

\[
- a_j(\eta_j') + \frac{1}{N} f(\eta_j) = 0
\]

for every \( 1 \leq j \leq N \). Then, by remarking that any nondecreasing function \( f \) vanishing at the origin satisfies

\[
f(\sum_{i=1}^N s_i) \geq \frac{1}{N} \sum_{i=1}^N f(s_i), \quad s_i \geq 0,
\]

we obtain the conclusion.

Using the above lemma we can repeat the same program of Chapter 1 in order to study the free boundary \( F(u) \) for solutions of (8), (9). Indeed it suffices to argue on balls of \( \mathbb{R}^N \) for the metric \( |x|_\infty = \max |x_i| \) (i.e., on cubes) instead of on euclidean balls. As a sample, we give here only a similar version of Theorem 1.9. Statements concerning boundary estimates and solutions with compact support are left to the reader.

Theorem 2.40. Assume that (14) holds for every \( 1 \leq j \leq N \) and let

\[
u \in \mathcal{W}^{1,1}(\Omega) \cap L^\infty(\Omega) \text{ be a solution of } (8), (9). \text{ Then we have the following estimate for the null set } N(u),
\]

\[
N(u) = \{ x \in N(g) : d_\infty(x, S(g) \cup S(h)) > L \}
\]

where \( d_\infty(x, y) = \max |x_1 - y_1| \), and \( L \) is a certain positive constant depending in an increasing way on \( \|u\|_{\infty} \).

Proof. Let \( x_0 \in N(g) \cup N(h) \) and let \( R = d_\infty(x_0, S(g) \cup S(h)) \). On the ball \( B_R(x_0) = \{ x \in \mathbb{R}^N : d_\infty(x, x_0) < R \} \), the function \( \tilde{u}(x) \) given by (17) satisfies (18) and, on the other hand, if \( M = \|u\|_{\infty} \), we have

\[
u \in M \subseteq \tilde{u} \text{ on } \partial B_R^M,
\]

if we choose \( R \) such that

\[
M \subseteq \sum_{j=1}^N \eta_j(R).
\]

In particular, taking \( R = L \), with

\[
L > \max \{ \psi_j(M) \},
\]

then \( \tilde{u} \) is a supersolution on \( B_R^M(x_0) \) and, by comparison, \( u \leq \tilde{u} \) on \( B_R^M(x_0) \). Analogously, a local subsolution vanishing at \( x = x_0 \) may be constructed for such a point \( x_0 \) and the conclusion follows.

Remark 2.22. It is also possible to study the obstacle problem (or general multivalued equations) associated to equation (8). (See e.g. Diaz-Herrero [2].)

As we have already pointed out, very often the nonisotropic character of the equation is due to the presence of first order (or convection) terms. In the rest of this subsection we shall illustrate how an adequate balance between the diffusion and convection terms may be the reason of the occurrence of the free boundary \( F(u) \). To explain this we consider the follow-
ing model problem

\[- \frac{N}{\sum_{i=1}^{N} \frac{2}{a_i} a_i u_i} + \frac{N}{\sum_{i=1}^{N} \frac{2}{a_i}} b_i(u) = g(x) \quad \text{in} \quad \Omega \quad (21) \]

\[\quad u = h \quad \text{on} \quad \partial \Omega, \quad (22)\]

where \( a_i \) satisfy (10) and \( b_i \) are continuous real functions.

The behaviour of solutions of (21), (22) may differ sharply in the directions \( x_i \), \( i = 1, \ldots, N \), according to the nature of the functions \( a_i \) and \( b_i \). In this way, unidirectional phenomena may occur, as stated in the following result (we assume, for simplicity, that there is comparison of solutions for (21); some sufficient conditions for this are given in Chapter 4).

Proposition 2.41. Let \( \Omega \) be a bounded domain of \( \mathbb{R}^N \). Let \( g \in L^m(\Omega) \), \( h \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \) be nonnegative functions such that

\[ g = 0 \quad \text{and} \quad h = 0 \quad \text{a.e. on} \quad \overline{\Omega} \cap (-\infty, R] \times \mathbb{R}^{N-1} \quad (23) \]

Assume that

\[ b_1(s) s > 0 \quad (24) \]

and that

\[ \int_{0^+}^{\infty} \frac{ds}{a_1^{-1}(b_1(s))} < +\infty \quad (25) \]

Then, if \( u \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \) is a solution of (21), (22), there exists \( \bar{R} \in \mathbb{R} \) such that

\[ u(x) = 0 \quad \text{a.e.} \quad x \in \overline{\Omega} \cap (-\infty, \bar{R}] \times \mathbb{R}^{N-1}. \quad (27) \]

Proof. Due to assumption (25), for \( r > 0 \) we can define \( \psi : [0, \infty) \to [0, \infty) \) by

\[ \psi(r) = \int_0^r \frac{ds}{a_1^{-1}(b_1(s))} \quad (28) \]

Now, take \( n = \psi^{-1} \). As in Lemma 1.3, we have that for every \( \tau > 0 \) the function \( n((s - \tau)^+) \) is a solution of the Cauchy problem

\[ - n' + a_1^{-1}(b_1(n)) = 0 \quad (29) \]

\[ n(0) = 0. \quad (30) \]

Let \( \tau_0 > 0 \) such that \( n(\tau_0) = M \), where \( M = \|u\|_{L^\infty} \) (i.e. \( \tau_0 = \psi(M) \)). Then if we define \( \Omega_1^R = \{x \in \Omega : x_1 < R\} \) and \( \overline{u}(x) = n((x_1 - \tau_0)^+) \), for \( x = (x_1, \ldots, x_N) \in \Omega_1^R \), we have that

\[ \overline{u} \geq u \quad \text{on} \quad \partial \Omega_1^R \]

and

\[ - \sum_{i=1}^{N} \frac{2}{a_i} a_i (\frac{\partial u}{\partial x_i}) + \sum_{i=1}^{N} \frac{2}{a_i} b_i(u) = -a_1(n) + b_1(n) = 0 \quad \text{in} \quad \Omega_1^R \]

Therefore, by the comparison principle \( 0 \leq u \leq \overline{u} \) on \( \Omega_1^R \) and so \( u(x) = 0 \) for \( \text{a.e.} \ x \in \Omega_1^R \) such that \( x_1 < R \), \( R = R - \tau_0 \).

Remark 2.23. It is clear that similar results can be obtained depending on the sign of \( u \) and of the function \( b_1(s) s \), assumed that (25) (or the integral condition at \( 0^- \)) is satisfied. So, for instance, if \( b_1(s) \leq 0 \), the conclusion of Proposition 2.41 holds for nonpositive solutions, while for nonnegative solutions we deduce that

\[ u(x) = 0 \quad \text{for \ a.e.} \ x \in \Omega, \ x_1 > \bar{R} \]

for some \( \bar{R} > 0 \), where \( R \) is such that

\[ g(x) = 0 \quad \text{and} \quad h(x) = 0 \quad \text{for \ a.e.} \ x \in \Omega, \ x_1 > \bar{R} \]

A very special consequence of Proposition 2.40 and the above remark is the following.
Corollary 2.42. Let $\Omega$ be a bounded domain of $\mathbb{R}^2$. Let $g \in L^0(\Omega)$ and $h \in W^{1,1}(\Omega) \cap L^0(\Omega)$ be nonnegative functions such that

$$g = 0 \quad \text{and} \quad h = 0 \quad \text{a.e. on} \quad \overline{\Omega} \cap (-\rho, R_1) \times (-\rho, R_2)$$

Let $u \in W^{1,1}(\Omega) \cap L^0(\Omega)$ be a nonnegative solution of the problem

$$-\Delta u + \frac{\partial^2 u}{\partial x_1^2} \lambda + \frac{\partial^2 u}{\partial x_2^2} \mu = g \quad \text{in} \quad \Omega \quad (31)$$

$$u = h \quad \text{on} \quad \partial \Omega \quad (32)$$

where $\lambda$ and $\mu$ are assumed such that $1/2 < \lambda < 1$, $1/2 < \mu < 1$. Then there exists $R_1$ and $R_2$, $R_1 < R_2 < \infty$, such that

$$u(x) = 0 \quad \text{a.e. on} \quad \overline{\Omega} \cap (-\rho, R_1) \times (-\rho, R_2) \quad (33)$$

Remark 2.44. It is clear that the same arguments can be applied to equations more general than (21) for instance these with $x$-dependent terms, involving monotone absorption terms, and so on. On the other hand, the regularity of $g$ and $h$ may also be weakened. We also note that, again, the existence of the boundary $v(u)$ is obtained from a balance between the nonlinearities (hypotheses (25)) as well as a balance between the sizes of $u$ and the null set of the data $(g, h)$ (which is implicitly included in (27) or (33)). As in some other cases, condition (25) is also necessary for the existence of $v(u)$.

2.4b. Fully nonlinear equations. Optimal strategy for the Hamilton-Jacobi-Bellman equation.

In this subsection we study second order, nonlinear equations of the general form

$$F(x, u, Du, D^2 u) = 0 \quad \text{in} \quad \Omega, \quad (34)$$

$$u = h \quad \text{on} \quad \partial \Omega, \quad (35)$$

where $F$ is a real function on the set $\Omega \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^{nxn}$, where $\mathbb{R}^{nxn}$ denotes the $n(n+1)/2$ dimensional space of real $n \times n$ symmetric matrices. Here $Du$ and $D^2 u$ represent the gradient and the Hessian of $u$.

In studying the formation of the free boundary $v(u)$ for solutions of (34), (35), the notion of ellipticity will play an important role. More precisely, according to the considerations made at the Introduction, it seems natural that the existence of $v(u)$ should be related to the loss of the ellipticity of the equation. In other words, we shall be able to find such a free boundary for degenerate elliptic equations.

When $F(x, y, p_1, z_{ij})$ is differentiable with respect to $z_{ij}$ the operator $F$ is called elliptic in a subset $\mathcal{U}$, $\mathcal{U} \subset \Omega \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^{nxn}$, if the matrix $[F_{ij}(y)]$ given by

$$F_{ij}(y) = \frac{\partial F}{\partial z_{ij}} (y), \quad i, j = 1, \ldots, n$$

is positive for $y = (x, y, p_1, z_{ij}) \in \mathcal{U}$. If we let $\lambda(y), \Lambda(y)$ denote, respectively, the minimum and maximum eigenvalues of $[F_{ij}(y)]$, we call $F$ uniformly elliptic (resp. strictly elliptic) in $\mathcal{U}$, if $\Lambda(y)$ (resp. $\lambda(y)$) is bounded in $\mathcal{U}$, equivalently, if

$$\lambda|\xi|^2 \leq F_{ij}(y) E_{ij} \xi E_{ij} \leq \Lambda|\xi|^2 \quad (36)$$

with $\Lambda(y) \leq \Lambda$ (resp. $\lambda(y) \leq \lambda$) for some $\Lambda \in \mathbb{R}^n$, $(x, y, p_1, z_{ij}) \in \mathcal{U}$. In (36) and throughout this subsection we adopt the standard summation convention in which repeated indices indicate summation from 1 to $n$. Finally the operator $F$ is called degenerate elliptic in $\mathcal{U}$ if $[F_{ij}(y)]$ is a semidefinite positive matrix i.e., $\lambda(y) > 0$, for all $y \in \mathcal{U}$.

Motivated by some important examples, it is useful to extend the above notions to the case in which $F$ is not differentiable but, for instance, merely Lipschitz continuous with respect to $z_{ij}$. In this last case $[F_{ij}]$ exists for almost all $z_{ij} \in \mathbb{R}^{nxn}$ and the definitions may be understood by replacing the expression "for all $y \in \mathcal{U}$" by "for $y \in \mathcal{U}$ where $[F_{ij}(y)]$ exists". For a general $F$ not differentiable, the ellipticity notions are expressed in the following terms: $F$ is elliptic (resp.
degenerate elliptic) in \( U \) if
\[
F(x,r, p_i z_{ij} + m_{ij}) - F(x,r, p_i z_{ij}) > 0 \quad (\text{resp.} > 0) \tag{37}
\]
on \( U \), where \( m_{ij} \in \mathbb{R}^{N \times N} \), \( m_{ij} \geq 0 \). Analogously, \( F \) is uniformly elliptic (resp. strictly elliptic) in \( U \) if there exists a constant \( \mu \) and positive functions \( \lambda, \Lambda \) on \( U \) such that
\[
\lambda(x) \text{tr} m_{ij} - F(x,r, p_i z_{ij} + m_{ij}) - F(x,r, p_i z_{ij}) \leq \lambda(x) \text{tr} m_{ij} \tag{38}
\]
with \( \lambda, \Lambda \leq \mu \) (resp. \( 1/\lambda \leq \mu \)), \( m_{ij} \geq 0 \) and \( \text{tr} m_{ij} \) the trace of \( m_{ij} \).
(Note that the uniform ellipticity of \( F \) on \( U \) implies that \( F \) is Lipschitz continuous with respect to \( z_{ij} \).

It is clear that the class of quasilinear equations can be reformulated in terms of equation (34). Among the relevant particular cases of equation (34) that are not in quasilinear form we mention the Monge-Ampere equation
\[
\det D^2 u - f(x,u,Du) = 0 \tag{39}
\]
and the Hamilton-Jacobi-Bellman equation
\[
\inf_{v \in V} \{ A_v u(x) + g_v (x) \} = 0 , \tag{40}
\]
where \( A_v \) denotes a family of quasilinear partial differential operators depending on a parameter \( v \) which belongs to a set \( V \). About both equations we only comment, for the moment, that (39) appears in Differential Geometry (T.Aubin [1]) and that if, for instance, \( U = \{ u \} \), with \( u \in C^2(\Omega) \), then (39) is elliptic only for uniformly convex functions \( u \). With respect to equation (40) we point out that it appears in the study of optimal cost in stochastic control problems (Krivov [1]), being there \( A_v \) linear operators. (The quasilinear choice of \( A_v \) is, essentially, motivated by the work of Trudinger [11].)

The characteristic of the operator \( F \) given in (40) depends on the nature of \( A_v \). For instance, if \( A_v \) are linear operators like
\[
A_v u = L_v u = a^{ij}_v(x) D_{ij} u + b^i_v(x) D_i u + c_v(x) u
\]
then the operator \( F \) given by (40) is Lipschitz continuous with respect to \( z_{ij} \), and thus it is elliptic (resp. uniformly elliptic) if
\[
\lambda(x)|x|^2 \leq a^{ij}_v(x) E_i E_j \leq \Lambda(x)|x|^2
\]
with \( \lambda, \Lambda > 0 \) (resp. \( 1/\lambda \leq \mu \)). Finally, we also recall that another particular non quasilinear equation, associated to some nonlinear parabolic diffusion problems (Benilan-Ha [1], G.Diaz-J.I.Diaz [1]) is given by
\[
\phi(-\Delta u) + f(x,u,Du) = 0 \tag{41}
\]
where \( \phi \) is a continuous nondecreasing real function. Note that the operator given by (41) is, in general, degenerate elliptic in \( U \subset \mathbb{R}^N \times \mathbb{R} \) and that, in fact it is not uniformly elliptic if, for instance, \( \phi \in C^1(\mathbb{R}) \) and \( \phi'(0) = 0 \).

Existence, uniqueness and regularity theorems for the problem (34),(35) are given by different authors (see for instance, the exposition given in Gilbarg-Trudinger [1]). Here, for the sake of simplicity of notation, we shall only deal with classical solutions \( u \in C^2(\Omega) \cap C^0(\overline{\Omega}) \) of this problem; however, a weaker notion of solution \( u \) with \( u \in C^{0,1}(\Omega) \) may also be considered for our purposes. On the other hand, some comparison results are summarized in Chapter 4.

After this long preamble we turn to the study of the free boundary \( \partial F(\cdot) \).

To do this we shall give first a direct consequence of the following comparison result (see Remark 4.61) which allows us (as in Section 2.1) to infer many results directly from the corresponding theorems for quasilinear equations.

**Proposition 2.41.** For \( k = 1,2 \), let \( F_k \in C^0(\Omega \times \mathbb{R}^N \times \mathbb{R}^{N \times N}) \) and \( u_k \in C^2(\Omega) \cap C^0(\overline{\Omega}) \) be such that
\[
F_1[u_1] > 0 \geq F_2[u_2] \tag{42}
\]
where \( F_k[u] = F_k(x,u,Du,D^2u) \) for every \( u \in C^2(\Omega) \). Assume that \( F_2 \) is an
elliptic operator (eventually degenerated) such that

$$F_2(x,r,p_i,z_{ij}) > F_2(x,r+s,p_i,z_{ij})$$

(43)

for every $s > 0$. Finally, suppose that

$$F_1[u_1] < F_2[u_1]$$

(44)

Then $u_1 < u_2$ on $\Omega$ implies $u_1 < u_2$ in $\Omega$.

Remark 2.25. We notice that assumption (43) may be replaced by other suitable hypotheses on the dependence of $F_2$ with respect to $z_{ij}$. On the other hand, it is clear that (as in Theorem 2.1) the condition (44) is usually obtained through structural assumptions on $F_1$ and $F_2$, verified at least on a subset $V \subset \Omega \times \mathbb{R} \times \mathbb{R}^N$ with $(x,u_i,Du_i,D^2u_i) \in V$ for $i = 1$ and $2$.

The following particular example shows how the existence of the free boundary $F(u)$ can be derived from the results of Chapter 1. For the sake of simplicity of the notation we shall rewrite equation (34) in terms of

$$\tilde{F}(x,u,Du,D^2u) + g(x) = 0 \quad \text{in} \quad \Omega$$

(45)

being $g(x) = F(x,0,0,0)$ and $\tilde{F} = F - g$.

Theorem 2.44. Let $u \in C^2(\Omega) \cap C^0(\bar{\Omega})$, $u > 0$ in $\Omega$, satisfying (34), (35) and suppose that

$$\tilde{F}(x,u,Du,D^2u) \leq \phi(-\Delta_p u) - f(u) \quad \text{in} \quad \Omega$$

(46)

for some $p > 1$ and some continuous functions $\phi$ and $f$ such that

$$\phi \text{ is odd, strictly increasing function and } \phi(0) = 0,$$

(47)

$$f \text{ is nondecreasing and } f(0) = 0.$$  

(48)

Assume that

$$\int_0^L \frac{ds}{\phi(s)^{1/p}} < +\infty,$$

(49)

where $\phi(s) = \int_0^s \phi^{-1}(f(t))dt$. Then we have the following estimate for the null set $N(u)$.

$$N(u) \subset \{ x \in N(g) : d(x,S(g)) \geq L \}$$

(50)

for some $L > 0$.

Proof. If the function $\phi$ in (46) is the identity, the conclusion follows directly from Proposition 2.43 (applied to $F_1 = F$ and $F_2[u] = \Delta_p u - f(u) + g(x)$ and Theorem 1.9. In the general case, let $x \in N(g)$ and $R = d(x_S,S(g))$.

By hypotheses (47), (48) and (49) we can apply Theorem 1.5 to find a radially symmetric function $\overline{u}(x) = n(|x-x_0|)$, verifying $\overline{u}(x_0) = 0$ and

$$\phi(-\Delta_p \overline{u}) + f(\overline{u}) \geq 0 \quad \text{in} \quad B_R(x_0).$$

Moreover, choosing $R$ large enough $h$ (recall the proof of Theorem 1.5), $\overline{u}$ satisfies $\overline{u} \geq \theta$ with $\theta$ any bound of $\sup |u|$ on any compact subset $K$ of $N(g)$. Then, applying again Proposition 2.43 on the subset $\Omega = B(x_0,R)$, to $F_1 = \tilde{F}$, $F_2(v) = -\phi(-\Delta_p v) - f(v)$, $v \in C^2(\Omega)$, $u_1 = u$ and $u_2 = \overline{u}$, we conclude that $u(x) < \overline{u}(x)$ in $\Omega$ and the estimate (50) follows.

Remark 2.25. Obviously, other choices of the operator in the right-hand side of (46) lead, in an analogous way, to similar results. This is useful for instance, when $F(x,u,Du,D^2u)$ depends adequately on $Du$ (recall the comments in the introduction of this section as well as Proposition 2.41). The obstacle problem associated to the operator $F[u]$ may also be treated in the same way (see G.Dia [2]) for a result in this direction. On the other hand, we note that Theorem 2.44 may be applied to Hamilton–Jacobi–Bellman equations of the form
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\[
\inf_{\nu \in \mathcal{V}} \{ L_\nu u(x) - u^q + g_\nu(x) \} = 0
\]  \hspace{1cm} (51)

where, for instance, \( L_\nu u \) is a second order linear operator like the one given in (64) of Section 2.1 and \( 0 < q < 1 \) (using in this occasion Theorem 1.13). Finally, we point out that the study of the free boundary \( \mathcal{F}(u) \) for solutions of the Monge-Ampère equation (39) is carried out in G. Diaz-J. I. Diaz (Z) by using similar ideas but with much more involved techniques.

Remark 2.27. The optimality of assumption (49) is examined in G. Diaz (4), where a strong maximum principle and other qualitative properties are established for solutions of equation (34).

Now we shall center our attention in the Hamilton-Jacobi-Bellman equation (40). More precisely, we shall restrict ourselves to the case in which \( A_\mu u \) are second order linear operators with constant coefficients and \( \nu \in \mathcal{V} = \{1, 2, \ldots, N\} \). The problem under consideration can be stated as

\[
\sup_{1 \leq m \leq n} \left\{ -L_m u(x) - g_m(x) \right\} = 0 \hspace{1cm} \text{a.e. in } \Omega \hspace{1cm} (52)
\]

\[
u = 0 \hspace{1cm} \text{on } \partial \Omega \hspace{1cm} (53)
\]

with

\[
L_m v = \sum_{i,j=1}^{N} a_{ij}^{m} \frac{\partial^2 v}{\partial x_i \partial x_j} + \sum_{i=1}^{N} b_i^{m} \frac{\partial v}{\partial x_i} - c^{m} v \hspace{1cm} (54)
\]

where we assume that for every \( 1 \leq m \leq n \) we have

\[
|a_{ij}^{m}| < C_0 \hspace{1cm} |b_i^{m}| < C_0 \hspace{1cm} \text{and} \hspace{1cm} c^{m} \geq \alpha > 0
\]  \hspace{1cm} (55)

Related to equation (52) the following question naturally arises: for a specific \( k \), when does the equality

\[
\sup_{1 \leq m \leq n} \left\{ -L_m u(x) - g_m(x) \right\} = -L_k u(x) - g_k(x)
\]  \hspace{1cm} (56)

hold on a subset of \( \Omega \)? This question has an important interpretation in terms of stochastical control and was answered in Friedman-Lions [1]. Note also that, again, this is related to the existence of the free boundary \( \mathcal{F}(L_k u - g_k) \) defined by the boundary of the set where \( -L_k u = g_k \).

Before explaining the results of the work mentioned above we recall that the existence and uniqueness of weak solutions of (52)-(53) were given in Evans-Friedman [1], Evans-Lions[1] and P.L. Lions[3] under ellipticity hypothesis of the type

\[
\sum_{i,j=1}^{N} a_{ij}^{m} \xi_i \xi_j \lambda |\xi|^2 \geq \text{for every } 1 \leq m \leq n \hspace{1cm} (57)
\]

for some constant \( \lambda > 0 \). Finally, the existence and uniqueness of classical solutions was obtained in Evans [3] (see also Trudinger [1]) for \( g_m \in C^2(\Omega) \).

A sufficient condition to have the equality in (56) is the following.

Theorem 2.45. Assume that (57) holds. For \( u \geq 0 \) given, suppose that there exists a subset \( \mathcal{N}_k = \Omega \) where

\[
-L_k u(x) + L_m g_k(x) \geq \mu > 0 \hspace{1cm} \text{for all } m \neq k
\]  \hspace{1cm} (58)

Then, if \( u \) is the solution of (52)-(53), we have that

\[
0 = \sup_{1 \leq m \leq n} \left\{ -L_m u(x) - g_m(x) \right\} = -L_k u(x) - g_k(x)
\]  \hspace{1cm} (59)

for every \( x \in \mathcal{N}_k \) such that

\[
d(x, \mathcal{N}_k) = \left[ \frac{2M(A+C_0N)}{\mu} \right]^{1/2}
\]

where \( M_k = \| -L_k u + g_k \|_{L^\infty(\Omega)} \) and \( \Lambda = \sup_m \left( \sum_{i=1}^{N} a_{ii}^m \right) \) (i.e. \( \Lambda \in NC_0 \)).

Proof. Without loss of generality we may take \( k = 1 \) and \( g_1 = 0 \). (if \( g_1 \neq 0 \) we consider \( u - u_1 \), where \( -Lu_1 = g_1 \) in \( \Omega \)). So, by (59)
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auxiliary function
\[
Z^\varepsilon(x) = -L_1 u^\varepsilon(x) + C|x - x_0|^2
\]
where \(x, x_0 \in \mathbb{R}^n\) and \(C\) is a positive constant to be chosen. As \(u^\varepsilon \in C^2(\Omega)\), we can take \(R\) large enough so that \(Z^\varepsilon > 0\) on \(\partial B_R(x_0)\). More precisely by (64) it is clear that there exists a positive constant \(\lambda'\) (independent of \(\varepsilon\)) such that
\[
|| -L_1 u^\varepsilon ||_{L^\infty(\Omega)} \geq \lambda'\varepsilon.
\]
Then, it is enough to take
\[
R > \left(\frac{\lambda'}{C}\right)^{1/2}.
\]
Let \(y_0 \in B_R(x_0)\) be such that
\[
z^\varepsilon(y_0) = \min_{B_R(x_0)} Z^\varepsilon(x)
\]
Since \(z(x_0) < 0\), also \(z(y_0) < 0\), and therefore \(y_0 \in B_R(x_0)\) and
\[
- L_1 u^\varepsilon(y_0) < - L_1 u^\varepsilon(x_0) < - \gamma.
\]
Rewriting equation (63) as
\[
0 = -L_1 u^\varepsilon + \frac{\partial}{\partial t} F^{n-1}(-L_2 u^\varepsilon - g_2, \ldots, -L_n u^\varepsilon - g_n) + L_1 u^\varepsilon
\]
and choosing \(\varepsilon < \gamma\), as \(\varepsilon\) is small, we have
\[
F^{n-1}(-L_2 u^\varepsilon - g_2, \ldots, -L_n u^\varepsilon - g_n) + L_1 u^\varepsilon > \varepsilon \quad \text{at} \quad y_0.
\]
But noting that
\[
\frac{\partial}{\partial t_1} F^{n-1}(-L_2 u^\varepsilon - g_2, \ldots, -L_n u^\varepsilon - g_n) = 0 \quad \text{if} \quad F^{n-1}(t_2, \ldots, t_n) = -l_1 x_0 \varepsilon.
\]
it follows that
\[ \frac{\partial F}{\partial z}(y) \sum_{m=1}^{n} \frac{\partial F}{\partial t_m}(\cdot) \left[ -L_m(z) + L_g(m) \right] > 0. \]  
(71)

and so, using (70), we have that
\[ \sum_{m=2}^{n} \frac{\partial F}{\partial t_m}(\cdot) \left[ -L_m z - G_m \right] > 0 \quad \text{at} \quad y, \]
(72)

where
\[ G_m(x) = -L_m(C|x - x_0|^2) - L_g(m)(x), \quad x \in B_R(x_0). \]  
(73)

But since \( y_0 \) is a minimum point of \( z^n \), this implies that
\[-L_m z^n(y_0) < C^n z^n(y_0) < 0.\]

Then, if we take \( C > 0 \) such that
\[ G_m(y_0) > 0, \]
(74)

the left-hand side of (72) is strictly negative and we arrive at a contradiction. To assure (74) we note that \( 2a_i z_i e_i < 2a_i |z|^2 \) and then
\[-L_m(C|x - x_0|^2) > -2C - 2C N + \alpha C|x - x_0|^2.\]

Then, using the hypothesis (61), (74) holds if \( C \) is such that
\[ C < \frac{1}{2(2 \alpha C N) \cdot \frac{1}{2(2 \alpha C N)}}. \]
(75)

Replacing this \( C \) in \( R \) we obtain the estimate (60). \( \Box \)

Remark 2.28. To motivate the condition (59), note that if the assertion of Theorem 2.45 holds and if \( x \in N^k \) and satisfies (60), then the function \( \bar{v}_m = -L_m u - g_m \) satisfies
\[-L_k \bar{v}_m = -L_k (-L_m u) + L_k g_m = -L_m (-L_k u) + L_k g_m. \]  
(76)

Since also \( \bar{v}_m < 0 \), the right-hand side of (76) cannot be "too positive". In Theorem 2.45 we assume that this right-hand side is uniformly negative. \( \Box \)

Remark 2.29. Theorem 2.45 is still true for \( \Omega = \mathbb{R}^N \), the set of parameters \( V = N \) and conditions of ellipticity more general than (58) (Friedman-Lions [11]). On the other hand, the bound \( M_k \) can be estimated only in terms of \( C_0, \alpha \) and the norm \( W^{2,m} \) of \( g_m \) (see e.g. G. Diaz [3]). \( \Box \)

Remark 2.30. For two operators, Theorem 2.45 asserts that
if \(-L_1 g_1 + L_2 g_1 > 0 \) in \( N^k \), then \(-L_1 u = g_1 \) on a subset of \( N^k \).

In the special case of \(-L_1 w = w \) and \( g_1 \equiv 0 \) this gives the same estimate obtained in Section 2.2 for the obstacle problem.

\[ u < 0 \quad \text{in} \quad \Omega. \]

Note that in Section 2.2 the proof of such estimates extends to \( L_z \) with variable coefficients. \( \Box \)
2.5. OTHER BOUNDARY-VALUE PROBLEMS.

Most of the results in the above Sections remain true if we replace the Dirichlet condition by other different boundary conditions. To illustrate this, and for the sake of simplicity in the notation, we shall consider such semilinear problems as the following

\[
\begin{align*}
- \Delta u + f(u) &= g(x) \quad \text{in } \Omega, \\
\frac{\partial u}{\partial n} + b(x,u) &= e(x) \quad \text{on } \partial \Omega
\end{align*}
\]

(1)

where \( \vec{n} \) is the unit outward vector to \( \partial \Omega \). The existence and properties of the free boundary \( F(u) \) for solutions of (1),(2) under the fundamental hypothesis on \( f \)

\[
\int_0^t \frac{ds}{F(s)^{1/2}} < + \infty, \quad (F(t) = \int_0^t f(s)ds) \quad \text{(3)}
\]

will be discussed in subsection 2.5a. Another natural question is related to the behaviour of solutions of problems like (1),(2) when (3) is not necessarily satisfied. It turns out that, even in this case, a free boundary may occur, now defined by \( F(u)_{|\partial \Omega} \), i.e. associated to the trace of \( u \) on \( \partial \Omega \). This peculiar behaviour depends on the nature of the nonlinear boundary term \( b(x,u) \) and appears when, in fact, \( b(x,u) \) is a multivalued function, i.e., a maximal monotone graph of \( \mathbb{R}^2 \), for \( x \) fixed. This is the case of the thin boundary obstacle problem, also called the Signorini problem, which may be stated in the following terms: given \( \psi \in H^{1/2}(\partial \Omega) \), and the convex set \( K = \{ v \in H^1(\Omega) : v \geq \psi \text{ in } \partial \Omega \} \), find \( u \in K \) minimizing on \( K \) the functional

\[
\mathcal{J}(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 dx + \frac{c}{2} \int_{\Omega} u^2 dx - \int_{\Omega} g u dx + \int_{\partial \Omega} e u ds
\]

where \( c > 0 \), \( g \in H^{-1}(\Omega) \) and \( e \in H^{-1}(\partial \Omega) \). Under regularity assumptions (e.g. \( g \in L^2(\Omega) \), \( \psi \in H^2(\Omega) \) and \( e \in H^1(\partial \Omega) \)) it is well known (Brezis [5]) that the solution \( u \) is characterized by, \( u \in H^2(\Omega) \) and

\[
- \Delta u + cu = g \quad \text{in } \Omega
\]

(4)

where \( \beta \) is the maximal monotone graph of \( \mathbb{R}^2 \) given by

\[
\beta(r) = 0 \text{ if } r > 0, \beta(0) = (-\infty,0] \text{ and } \beta(r) = \emptyset \text{ (the empty set) if } r < 0.
\]

This problem is considered in subsection 2.5b, where necessary and sufficient conditions are given in order to assure the formation of the coincidence set \( N(|u - \psi|_{\partial \Omega}) = \{ x \in \partial \Omega : u = \psi \} \).

2.5a. Nonlinear equations with other boundary conditions.

We consider the problem (1),(2) under the structural assumptions:

\[
f \text{ is a continuous nondecreasing function, } f(0) = 0,
\]

and \( b(x,u) \) is measurable in \( x \) and

\[
b(x,u) \text{ is a continuous nondecreasing function for } x \in \partial \Omega \text{ fixed}, b(x,0) = 0
\]

(7)

Existence, comparison and uniqueness results for (1),(2) are commented in Chapter 4. Here we shall deal only with the study of the free boundary \( F(u) \). First of all, we remark that "interior estimates" on the set \( N(u) \) may be obtained as in Theorem 1.9, assumed that condition (3) holds. More precisely, we have that if \( M \geq ||u||_{L^\infty(\Omega)} \), for any compact set \( K \), then

\[
N(u) \Rightarrow \{ x \in N(g) : d(x,S(e)) > L \}
\]

(8)

with \( L = \psi_{1/N}(M) \), \( (\psi_{1/N} \text{ given by (33) of Section 1.1}) \). We point out that such a quantity \( M \) may be explained in many different ways under the above circumstances (see e.g. Ladyzenskaya-Ural'tseva [1], Theorem 2.1 Chap. 10, Gilbarg-Trudinger [11], Section 17.9, and Brezis [5]).

To improve estimate (8) on points near \( \partial \Omega \), we introduce the following notation: given a smooth curve \( \Gamma \) in \( \mathbb{R}^N \) and \( x \in \mathbb{R}^N \), we define

\[
\theta(x_0,\Gamma) = \inf \{ \cos(\vec{n}(x_0),x-x_0) : x \in \Gamma \}
\]

(9)
where \(n(x_0)\) represents the angle between the two vectors. It is clear that the value of \(\theta(x_0, \mathcal{I})\) depends essentially on the "geometry" of \(\Gamma\). For instance, if \(\mathcal{I} = \Omega\) and \(\Omega\) is an open convex bounded set, it is easy to see that \(\theta(x_0, \mathcal{I}) > 0\) for \(x_0 \in \Omega\). We have

**Theorem 2.66.** Let \(u \in H^2(\Omega) \cap L^\infty(\Omega)\) solution of (1), (2) with \(e \in L^\infty(\Omega)\). Assume \(\mathcal{I}\) and \(\Omega\), and \(b \) be such that

\[
\theta(x_0, \mathcal{I} \cap \overline{\Omega}(\mathcal{I})) > 0 \quad \forall x_0 \in \overline{\Omega}(\mathcal{I}).
\]

(10)

Let \(\mathcal{I} = \mathcal{A} \cap S(e|_{\mathcal{A}})\). Then

\[
N(u) = \{x \in N(\mathcal{A}) : d(x, S(\mathcal{A})) > L_1 \text{ and } d(x, \mathcal{I}) > L_2(x)\}
\]

(11)

where \(L_1 = \psi_1/N(z), \quad M = ||u||_\infty, \quad \text{and} \quad L_2(x) = \psi_1/N\left(F^{-1}\left(-\frac{1}{2} \theta(x, \mathcal{I})\right)\right)\)

(12)

**Proof.** By the comparison results it is enough to construct a super and a subsolution vanishing at \(x_0\), where \(x_0\) belongs to the set given by the right hand side of (11). More precisely, for \(x_0 \in \overline{\Omega}(\mathcal{I})\), let

\[
R = \min\{d(x_0, S(\mathcal{A})), d(x_0, \mathcal{I})\}
\]

and consider \(\mathcal{A} = N(\mathcal{A}) \cap B_R(x_0)\). Then, by comparison, we deduce that \(u \in \mathcal{A}\) on \(\mathcal{A}\), for any \(u(x)\) satisfying

\[
\frac{\partial u}{\partial n} + f(u) > 0 \quad \text{in} \quad \mathcal{A}
\]

(13)

\[
\frac{\partial u}{\partial n} > M \quad \text{in} \quad \mathcal{A} \cap \mathcal{A} - \mathcal{A}
\]

(14)

\[
\frac{\partial u}{\partial n} \geq ||e||_{L^\infty(\mathcal{A})} \quad \text{on} \quad \mathcal{I}
\]

(15)

\[
\frac{\partial u}{\partial n} > 0 \quad \text{on} \quad \mathcal{A} \cap (\mathcal{A} - \mathcal{I}).
\]

(16)

Defining \(\bar{u}(x) = n(|x-x_0|: 1/N), \) with \(n(r: 1/N) = \psi_1^{-1}(r)\), we know that (13) holds and (14) is satisfied if \(d(x_0, S(\mathcal{A})) > L_1\). On the other hand, recalling that

\[
n'(r) = (2\pi)^{1/2} F(n(r))^{1/2}
\]

(see (38) of Section 1.1) then

\[
\frac{\partial u}{\partial n}(x) = \sum_{i=1}^{N} \frac{\partial n_i(x)}{\partial x_i} = (2\pi)^{1/2} F(n(|x-x_0|))^{1/2} \cos(n(x), x-x_0) \geq 0
\]

\[
\geq (2\pi)^{1/2} F(n(|x-x_0|))^{1/2} \cdot e(x_0, \mathcal{A} \cap \mathcal{A}(\mathcal{A})).
\]

Thus, (16) is derived from assumption (10), and (15) is verified if \(d(x_0, \mathcal{I}) > L_2(x_0)\). The local subsolution is constructed by analogy.

In some cases the condition \(d(x, \mathcal{I}) > L_2(x)\) in (11) may be substituted by another one, easier to verify. This can be shown by means of the strong maximum principle. So, we shall not need any hypothesis on the geometry of \(\mathcal{A}\) (or \(\Gamma\)) but only to suppose that \(\mathcal{A}\) satisfies an interior sphere condition.

**Theorem 2.47.** Let \(u \) be solution of (1), (2), with \(g = 0\) on \(\mathcal{A}\) and \(e(x) > 0\) on \(\mathcal{A}\), \(e(x) \in C^0(\mathcal{A})\). Assume that \(b(x, u) = b(u)\) and that \(b\) is strictly increasing. Then \(0 < u(x) < b^{-1}(||e||_{L^\infty})\) in \(\mathcal{A}\) and \(0 < \frac{\partial u}{\partial n} > e - ||e||_\infty\) in \(\mathcal{A}\). In consequence, if (1) holds, in the estimate (11) we can substitute \(L_2(x)\) by \(L_2\) with

\[
L_2 = \psi_1/N(b^{-1}(||e||_{L^\infty})).
\]

(17)

**Proof.** From the comparison results we deduce that \(u \geq 0\) and so that \(\Delta u \geq 0\) in \(\mathcal{A}\). Assume that \(u \in C^0(\mathcal{A})\) otherwise argue by approximation. If \(u\) takes a maximum in \(\mathcal{A}\) at \(x_0\) and \(u(x_0) > b^{-1}(||e||_{L^\infty})\), then by the strong maximum principle (see Gilbarg-Trudinger [1] for the comments at the end of subsection 1.2a) we deduce that \(x_0 \in \mathcal{A}\) and \(\frac{\partial u}{\partial n}(x_0) > 0\), and so the boundary condition (2) cannot be satisfied. This proves that \(u(x) < b^{-1}(||e||_{L^\infty})\) and so that \(\frac{\partial u}{\partial n} > e - ||e||_\infty\) in \(\mathcal{A}\).

Finally, the rest of the statement is obtained by remarking that now we can replace condition (15) by \(b^{-1}(||e||_{L^\infty}) \in \bar{u}(x)\) on \(\mathcal{I}\).
Remark 2.32. The assumptions of the above theorem are fulfilled in the special case of the following third boundary value problem, of great interest in the study of chemical reactions (see Aris [1]):

\[ -\Delta u + f(u) = 0 \quad \text{in} \quad \Omega \hspace{1cm} (18) \]

\[ \frac{\partial u}{\partial n} + \mu(u-1) = 0 \quad \text{on} \quad \partial \Omega , \hspace{1cm} (19) \]

where \( \mu \) is a given positive number (so, \( 0 < u(x) < 1 \) on \( \Omega \)). We point out that a very detailed study of the free boundary \( \delta \) for solutions of this problem was made in Friedman-Phillips [1] when \( \Omega \) is a convex domain of \( \mathbb{R}^2 \) and \( f \) is as in subsection 2.1a. By imbedding the problem in the family of elliptic problems

\[ -\Delta u_{\lambda} + \lambda f(u_{\lambda}) = 0 \quad \text{in} \quad \Omega \]

\[ \frac{\partial u_{\lambda}}{\partial n} + \mu\sqrt{\lambda} (u_{\lambda} - 1) = 0 \quad \text{on} \quad \partial \Omega , \]

sharp estimates than that given above are then obtained in a way similar to that of Theorem 1.54. Moreover, if \( f \) satisfies the uniqueness condition (12) of Section 2.1, then it is shown that there exists a \( \lambda^* > 0 \) such that \( \lambda^* \) is a closed convex domain with \( C^1 \) boundary for any \( \lambda > \lambda^* \), \( N(u_{\lambda}) \) consists of a single point, and \( N(u_{\lambda}) = \emptyset \) if \( \lambda < \lambda^* \).

Remark 2.33. From Chapter 1 it is clear that the above theorem holds for equations more general than (1), when in (2) the term \( \frac{\partial u}{\partial n} \) is replaced by the corresponding co-normal derivative. So the absorption term \( f \) may also depends on \( x \) and then the results may be applied to some systems (see Remark 1.8 and Diaz-Hernandez [1]). It is also possible to consider the quasilinear problem

\[ -\Delta_p u + f(u) = g(x) \quad \text{in} \quad \Omega \hspace{1cm} (20) \]

\[ |\nabla u|^{p-2} \nabla u \cdot \mathbf{n} + b(x,u) = c(x) \quad \text{on} \quad \partial \Omega . \hspace{1cm} (21) \]

On the other hand, we remark that if \( \Omega \) is unbounded, it is also possible to construct global supersolutions with compact support, as in subsection 1.1d, assumed, for instance, that \( \Omega \) is the complementary of some convex set (Diaz [4]). No geometrical assumptions on \( \partial \Omega \) are needed if \( \partial \Omega \) is bounded or \( \psi(x) \equiv 0 \) and \( b \) satisfies the additional condition

\[ |b(x,r)| \leq C \{ f(r) \}^{1/2} \quad \text{if} \quad |r| < \varepsilon , \quad \text{for some} \quad C > 0 \quad \text{and} \quad \varepsilon > 0 \quad \text{(Diaz [2])}. \]

2.5b. The Signorini problem.
An already classical problem, arising in several different contexts (see Duvaut-Lions [1], Biaocchi-Capelo [1], Kinderlehrer-Stampacchia [2], Friedman [3], etc) consists in the obtaining of \( u \in H^1(\Omega) \), solution of the following variational inequality

\[ u \in K_\psi = \{ v \in H^1(\Omega) : v \geq \psi \quad \text{on} \quad \partial \Omega \} \hspace{1cm} (22) \]

\[ \int_{ \Omega } \nabla v \cdot \nabla (u-v) dx + c f_u (v-u) dx + \int_{ \partial \Omega } f_v (v-u) dx \hspace{1cm} (23) \]

where \( c > 0 \), \( \psi \in H^{1/2}(\partial \Omega) \), \( c \in H^{-1/2}(\partial \Omega) \) and \( g \in H^{-1}(\Omega) \) are given (note the abuse of the notation in (23)). The existence and uniqueness for this problem are well known, for which some additional assumptions are needed in the semi-coercive case \( c \equiv 0 \) (for instance if \( \psi \equiv 0 \) it is enough to have

\[ \int_{ \Omega } g dx + \int_{ \partial \Omega } g dx > 0 , \hspace{1cm} (24) \]

see the above references). By the regularity results (Brezis [5]), it is known that, under the additional assumptions

\[ \psi \in H^{3/2}(\partial \Omega) , \quad c \in H^{1/2}(\partial \Omega) \quad \text{and} \quad g \in L^2(\Omega) , \hspace{1cm} (25) \]

the solution \( u \) belongs to \( H^2(\Omega) \) and satisfies the complementary formulation

\[ -\Delta u + cu = f \quad \text{in} \quad \Omega \hspace{1cm} (26) \]
where $\beta$ is the maximal monotone graph of $\mathbb{R}^2$ given by (6). Let us call
$P(f,\psi,e)$ the problem $(26),(27)$ or $(22),(23)$. Here we are interested in
finding conditions on the data for which the solutions give rise to a free
boundary originated in this case, from the coincidence set
$I_\psi = \{ x \in \Omega : u = \psi \}$ (i.e., $I_\psi = N(u-\psi)\mid_{\partial \Omega}$). For the sake of simplicity, we shall always assume the regularity condition $(25)$. As a previous remark, we note that the formulation in $(26),(27)$ may be simplified in different ways. For our purposes, the following, trivial, lemma will be useful.

**Lemma 2.48.** Let $u$ be the solution of $P(f,\psi,e)$, and let $u_0$ be such that

$$-\Delta u + cu = g \quad \text{in} \quad \Omega$$

$$u = \psi \quad \text{on} \quad \partial \Omega \tag{29}$$

Then, the function $\tilde{u}$ given by $\tilde{u} = u-u_0$ satisfies $P(0,0,\tilde{e})$ with

$$\tilde{e} = e - \frac{3\psi}{\partial n} \quad , \quad \text{and conversely}.$$

**Remark 2.34.** The function $\tilde{e}$ can be made explicit by using the Green function associated to $(28),(29)$. Indeed, if we assume that the boundary obstacle $\psi$ in fact is the trace on $\partial \Omega$ of a function $\phi \in H^2(\Omega)$ (for formulation $(26),(27)$) or $\psi \in H^1(\Omega)$ (for $(22),(23)$), then

$$u_0(x) = \psi(x) + \int_\Omega g(\xi)G(x,\xi)\,d\xi \quad \text{with} \quad g = -\Delta \psi + \psi$$

where $G(y,x)$ is the Green function for the domain $\Omega$ associated to $(28)$
(see, e.g, Friedman[2], Stakgold[1], Roach[1]). In particular,

$$\tilde{e}(x) = e(x) - \frac{\partial \psi}{\partial n}(x) - \int_\Omega g(\xi)\frac{\partial G}{\partial n}(x,\xi)\,d\xi \quad , \quad x \in \partial \Omega \tag{30}$$

We recall that, by the weak and strong maximum principles, the functions $G(x,\xi)$ and $\frac{\partial G}{\partial n}(x,\xi)$ are respectively positive and negative functions in $\partial \Omega$.

Concerning the existence of the coincidence set $I_\tau$, we shall start
by giving a necessary condition.

**Theorem 2.49.** Let us assume $I_\psi$ regular, $|I_\psi| > 0$. Then $\tilde{e} = 0$ on $I_\psi$.

**Proof.** By Lemma 2 and the assumption, we can suppose, equivalently that
the solution $\bar{u}$ of $P(0,0,\bar{e})$ is such that $\bar{u} = 0$ on $I_\psi$. From the formulation $(22),(23)$ for $\psi = 0$ (i.e., $K_\psi = K_\Omega$) we deduce that for every $\nu \in K_\Omega \cap H^2(\Omega)$ the function $w = v - u \in H^2(\Omega)$ and satisfies

$$\int_\Omega \Delta w \, dx + c \int_\Omega w \, dx + \int_{\partial \Omega} \frac{\partial w}{\partial n} \, d\nu > \int_{\partial \Omega} \frac{\partial \bar{e}}{\partial n} \, d\nu \tag{31}$$

Now, let $\vartheta \in C^2(\partial \Omega)$ be such that $\vartheta = 0$ on $I_\psi$ and $\vartheta = 1$ on $\partial \Omega - I_\psi$,
and consider $\omega \in H^2(\Omega)$ such that $\Delta \omega + c \omega = 0$ in $\Omega$ and $\omega = \vartheta$ on $\partial \Omega$ (note that $w_0(x) = \int_{\partial \Omega} \vartheta(\xi)\frac{\partial G}{\partial n}(x,\xi)\,d\xi$). Taking $w = w_0$ in $(31)$ (this is possible because $w_0 + u \in K_\Omega \cap H^2(\Omega)$), we deduce that

$$0 \leq \int_{\partial \Omega} \frac{\partial \bar{w}}{\partial n} \, d\nu = \int_{I_\psi} \frac{\partial \bar{e}}{\partial n} \, d\nu \tag{32}$$

Since $\vartheta$ is arbitrary, it follows that $\bar{e} = 0$ on $I_\psi$.

In contrast with the above result, the nonnegativity of $\bar{e}$ on a part $\Gamma$ of $\partial \Omega$ is not enough to assure that $I_\psi \cap \Gamma \neq \emptyset$.

**Counterexample 2.1.** Given $R > 0$, define $\Omega = ((x,y) \in \mathbb{R}^2 : y > 0, \ x^2 + y^2 < R^2, \ y - \sqrt{3}x < 0$ (see Figure 12). Inspired in Shamir[1],
define $u(x,y) = R e^{(z/2)}$, $z = x + iy$, i.e.,

$$u(x,y) = R^{3/2} \cos \frac{3\theta}{2}, \quad x = R \cos \theta, \quad y = R \sin \theta \tag{32}$$

It is not difficult to check that $u \in H^2(\Omega)$ and $\Delta u = 0$ a.e. on $\Omega$.
Moreover, $u > 0$ on $\partial \Omega$ and if we take $\Gamma = \{(x,0) : 0 < x < R\}$, we have
that $u|_\Gamma > 0$ but $\frac{\partial u}{\partial n} = -\beta(u) + e_0 = 0$ on $\Gamma$. Note also that
taking $\Omega = ((x,y) : y > 0)$ the function $u$ given in $(32)$ satisfies
$P(0,0,0)$ in $\Omega$. So the equality in the condition $\bar{e} = 0$ leads to an
indetermination because now $u = 0$ on $\{(x,0) : x < 0\}$ and at the same
time $u > 0$ on $\{(x,0) : x > 0\}$.
The following result shows that the necessary condition is "almost" sufficient for the formulation of the coincidence set.

**Theorem 2.50.** Let \( \Omega \) be a convex open bounded set of \( \mathbb{R}^N \) and let \( u \in H^2(\Omega) \cap L^\infty(\Omega) \) solution of (26), (27). Assume \( \psi, \varepsilon \), and \( \theta \) such that

\[
\tilde{u}(x) \leq \varepsilon \quad \text{on} \quad \Gamma_e = \partial \Omega
\]  

(33)

for some \( \varepsilon > 0 \) (\( \varepsilon \) given in Lemma 2.48; see (30)). Then we have the estimate

\[
I_\psi = \{ x \in \Gamma_e : d(x, \partial \Omega - \Gamma_e) \geq R \}
\]  

(34)

with \( R \) given by

\[
R = \left[ \frac{2M}{c(N-1)H} \right]^{1/2} H > 0 \quad \text{and} \quad R = \frac{2M}{c} L_0 H = 0,
\]  

(35)

where \( H \) is the mean curvature of \( \partial \Omega \) and \( \| u \|_\infty \leq M \).

**Proof.** Again, by Lemma 2.48, it suffices to show the estimate (34) for \( \tilde{u} \) solution of \( P(0,0,\tilde{e}) \) (remark that then \( I_\psi = \{ x \in \partial \Omega : \tilde{u}(x) = 0 \} \}).

Now, let \( x_\theta \in \Gamma_e \), and such that \( d(x_\theta, \partial \Omega - \Gamma_e) = R \). Let \( \tilde{u} = \Omega \Omega(x_\theta, R) \) and define \( \tilde{\alpha} = \tilde{\alpha} \partial \Omega \) and \( \tilde{\alpha} = \tilde{\alpha} - \partial \Omega \). For \( C > 0 \), to be chosen later, we shall construct \( \tilde{u} \in H^2(\tilde{\Omega}) \) such that \( \tilde{u} \geq 0 \) and

\[ - \Delta \tilde{u} + C \tilde{u} = 0 \quad \text{in} \quad \tilde{\Omega}, \quad \text{and} \quad \tilde{u} = 0 \quad \text{on} \quad \partial \tilde{\Omega} \]

To do that, let \( V^\delta_\Omega \) be a tubular semineighbourhood of \( \Gamma_e \) defined by the usual parametric representation \( x = x(\omega, t) = \omega + t\tilde{n}(\omega), \omega \in \Gamma_e, t \in (-\delta, 0) \delta \), where \( \tilde{n}(\omega) \) is the outward normal unit vector to \( \partial \Omega \) at \( \omega \), and \( \delta > 0 \) is such that \( V^\delta_\Omega \subset \tilde{\Omega} \). Taking \( U(x) = U(t\theta) = \tilde{\theta}(t) \), and recalling the expression of the Laplacian operator on \( V^\delta_\Omega \) (see Theorem 1.19), the construction of such a \( U \) is reduced to the following problem:

**Find \( \tilde{\phi}(t) \geq 0 \) solution of the linear Cauchy Problem**

\[
\tilde{\phi}''(t) + (N-1)H\tilde{\phi}'(t) = C
\]

\[
\tilde{\phi}(0) = 0, \quad \tilde{\phi}'(0) \geq -\varepsilon.
\]

**Proof.** Again, by Lemma 2.48, it suffices to show the estimate (34) for the \( \tilde{u} \) solution of \( P(0,0,\tilde{e}) \) (remark that then \( I_\psi = \{ x \in \partial \Omega : \tilde{u}(x) = 0 \} \}).

Now, let \( x_\theta \in \Gamma_e \), and such that \( d(x_\theta, \partial \Omega - \Gamma_e) = R \). Let \( \tilde{u} = \Omega \Omega(x_\theta, R) \) and define \( \tilde{\alpha} = \tilde{\alpha} \partial \Omega \) and \( \tilde{\alpha} = \tilde{\alpha} - \partial \Omega \). For \( C > 0 \), to be chosen later, we shall construct \( \tilde{u} \in H^2(\tilde{\Omega}) \) such that \( \tilde{u} \geq 0 \) and

\[ - \Delta \tilde{u} + C \tilde{u} = 0 \quad \text{in} \quad \tilde{\Omega}, \quad \text{and} \quad \tilde{u} = 0 \quad \text{on} \quad \partial \tilde{\Omega} \]

To do that, let \( V^\delta_\Omega \) be a tubular semineighbourhood of \( \Gamma_e \) defined by the usual parametric representation \( x = x(\omega, t) = \omega + t\tilde{n}(\omega), \omega \in \Gamma_e, t \in (-\delta, 0) \delta \), where \( \tilde{n}(\omega) \) is the outward normal unit vector to \( \partial \Omega \) at \( \omega \), and \( \delta > 0 \) is such that \( V^\delta_\Omega \subset \tilde{\Omega} \). Taking \( U(x) = U(t\theta) = \tilde{\theta}(t) \), and recalling the expression of the Laplacian operator on \( V^\delta_\Omega \) (see Theorem 1.19), the construction of such a \( U \) is reduced to the following problem:

**Find \( \tilde{\phi}(t) \geq 0 \) solution of the linear Cauchy Problem**

\[
\tilde{\phi}''(t) + (N-1)H\tilde{\phi}'(t) = C
\]

\[
\tilde{\phi}(0) = 0, \quad \tilde{\phi}'(0) \geq -\varepsilon.
\]

Among the multiple choices, we shall take \( \tilde{\phi}(t) = -ct \) and, then, \( C = (N-1) \)

if \( H \neq 0 \) and \( \tilde{\phi}(t) = -ct(\frac{R}{2R} - 1) \) and \( C = \frac{R}{2R} \) if \( H = 0 \) (note that in this fact \( \tilde{\phi}(t) = -ct(\frac{R}{2R} + 1) \) and \( C = \frac{R}{2R} \) is also available for every \( N > 0 \).

Now we introduce in \( \tilde{u} \) the auxiliary function

\[ \tilde{u}(x) = U(x) + \frac{C}{2N} | x - x_\theta |^2, \]

where \( C \) is taken as mentioned above. We have

\[ - \tilde{\Delta} \tilde{u} + C \tilde{u} = - \Delta u + cU - C + \frac{C}{2N} | x - x_\theta |^2 \geq 0 \quad \text{in} \quad \tilde{\Omega}. \]
Moreover, on $\Omega$ it is clear that $\bar{u} \geq 0$ and that
\[
\bar{u}_n(x) = \frac{\partial u}{\partial n}(x) + C |x-x_0| \cos(\theta(x,x_0)) \geq -\epsilon,
\]
because of the convexity of $\Omega$. On the other hand, in $\partial \Omega$,
\[
\bar{u}(x) \geq \frac{C}{2N} R^2 \geq M \geq u(x)
\]
if $R > 2M N C^{-1}$. In conclusion, by the comparison theorems (see Chapter 4) we deduce that $u \leq \bar{u}$ on $\Omega$ and in particular $0 \leq u(x) \leq \frac{C}{2N} |x-x_0|^2$ for $x \in \partial \Omega \cap B(x_0, R)$, which proves the result.

Remark 2.35. The above theorem can also be proved without difficulty for general second order linear operators $L$ as the given in (64) of Section 1.1
We also note that if $c > 0$, a sharp supersolution can be constructed (see Remark 2.9). The same holds in the case of quasilinear problems as (20), (21) with $b(x,u) = \beta(u)$, $\beta$ given in (6) and $e = 0$ (see Diaz-Jimenez [11]). Note that, in this last case, the simplification made by Lemma 2.48 is not available. Also, easy modifications in the proof of Theorem 2.50 lead to the same kind of result for mixed boundary conditions of the type
\[
\frac{\partial u}{\partial n} + \beta(u-v) \geq 0 \text{ on } \partial \Omega, u = h \text{ on } \partial \Omega, \partial u = \partial u \text{ on } \partial \Omega (36)
\]
Finally, the coincidence set for the thin (interior) obstacle problem (Friedman [3, p. 105]) may also be considered.

Remark 2.36. Results giving estimates on the noncoincidence set $\Omega - I \bar{p}$ can be found from Theorem 2.69. The behaviour of $u$ near the coincidence set is also studied in Caffarelli [2] and Kinderlehrer [2], where some kind of non-degeneracy inequality is given as a step to prove the regularity $C^{1,\alpha}$ of the solution.

The multivaluedness at $r = 0$ of the maximal monotone graph $\beta(r)$ given in (5) (and more precisely, the fact that $D(\beta) = (0, \infty) \notin \mathbb{R}$) seems to be a necessary condition for the formation of the coincidence set. Indeed, consider the problem
\[
-\Delta u + cu = 0 \quad \text{in } \Omega
\]
\[
\frac{\partial u}{\partial n} + b(u) = e \quad \text{on } \partial \Omega
\]
where $c > 0$ and $b$ is a nondecreasing continuous function with $b(0) = 0$. Assume that $e(x) = 0$ on $\partial \Omega$, with $e = -\epsilon$ in some $\Gamma_e \subset \partial \Omega$. By the comparison results $u = 0$ in $\Omega$ and from the strong maximum principle $u < 0$ in $\Omega$. So if $u(x_0) = 0$ for some $x_0 \in \partial \Omega$ then $\frac{\partial u}{\partial n}(x_0) > 0$ and therefore $u$ cannot vanish on $\Gamma_e$.

Remark 2.37. Introducing the pseudo-differential operator $A : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)$ given by $Av = \frac{\partial v}{\partial n}$, where $v$ is the solution of $-\Delta v + cv = 0$ and $v = w$ on $\partial \Omega$, it is not difficult to show that (37), (38) may be equivalently formulated in terms of $\Lambda w + b(w) = e$

where $w$ is the trace on $\partial \Omega$ of the solution of (37), (38) (Brezis [5], Perrot [1], Diaz-Jimenez [2]). The above considerations show that, in contrast with the case in which $A$ is a local operator (e.g. $A = -\Delta$ plus boundary conditions), a free boundary $F(w)$ is formed only when $b = \beta$ is multivalued (problem $P(0,0,e)$) and not in other cases, even if $b$ is not Lipschitz continuous at the origin.

2.6 BIBLIOGRAPHICAL NOTES

Section 2.1. As indicated, problem (6), (7) appears in exothermic chemical reactions (Aris [11]). The results of Subsection 2.1a are taken from Friedman-Phillips [3]. The greater part of the results of Section 1.4 are proved, in the articles mentioned, for this general formulation. The exterior problem is discussed by Kawohl [5].

The treatment of the nonlinear system (18), made in Subsection 2.1b, follows Brezis-Lieb [1]. We refer the reader to this article for concrete problems of mathematical physics formulated in these terms.

The results of Subsection 2.1c are taken from Aronson-Crandall-
Peletier [1]. After this important work several generalizations and variants are available in the literature (see e.g. Dal Passo [1], De Motoni-Schaffin- Tesei [1], Bertsch-Rostamian [1], Langlais-Phillips [1] and Peletier-Tesei [1], [2]).

Subsection 2.1d follows Peletier-Serrin [1]. Note the strong difference between the behaviour of solutions for the one-dimensional equation and for the case of any dimension.

Section 2.2. As we have already indicated in Section 1.5, it seems that the study of the free boundary $\partial(u)$ has its origins in the study of the support of solutions of second order variational inequalities (a general question in this sense was already posed by J.L. Lions [2]).

Theorems 2.17 and 2.18 are taken from Diaz [4] and generalize previous results due to Bensoussan-Brezis-Friedman [1] (see also the approach made by Nagai [1] and Yamada [1], [2] by using Bessel functions: Remark 2.9).

For unbounded domains, the compactness of the support of the obstacle problem was first proved in Brezis [7] and then generalized in Diaz [1], [2] in Redheffer [2], and finally in Benilan-Brezis-Crandall [1], from which Theorem 2.19 is taken. A similar result also holds for the quasilinear equation (Diaz-Herrero [1], [2]). The construction of super and subsolutions with compact support for the obstacle problem has been applied to the study of some special variational inequalities such as: the rectangular dam problem (Shimoisaki [1]); a free boundary problem in potential theory (Kinderlehrer-Stampacchia [1]); and, especially, subsonic flows (Brezis-Stampacchia [2], [3], Brezis-Dautray [1], Brezis [8], Diaz [4], Diaz-Dou [1], Shimborsky [2], [3], Hummel [1], etc.).

We mention that a similar treatment of the free boundary associated with quasi-variational inequalities is also possible (see Bensoussan-Brezis-Friedman [1]). The support of the solution of a system of quasi-variational inequalities has been studied by Bensoussan-Friedman [1].

The rearrangement result given in Theorem 2.22, under this formulation seems to be new. It generalizes a previous result due to Bandle-Mossino [1], where the obstacle problem is considered. In this article, obstacles \(|H| \in H^2(\Omega) \cap H^1(\Omega)|\) are considered. See also Maderna-Salsa [2] for a related result as well as for the capacitary variational inequality.

With respect to zero order reactions we point out that the corresponding equation has already been treated by Diaz-Hernandez [1], Bandle-Sperbild-Stakgold [1] and, more systematically, by Frank-Wendt [1], who carefully studied the dependence of the null set with respect to a parameter $\lambda$.

The study of solutions of the obstacle problems near the free boundary and other properties (Hausdorff estimates, flatness condition etc.) was first established by Caffarelli [1], [3] (see also Alt-Phillips [1] and Friedman-Phillips [1]). The starshapedness of the coincidence set has been proved by Kawohl [1], [4] (see also Sakaguchi [1]). The convexity of the coincidence set was first shown for $N \geq 2$ by Friedman-Phillips [1] and, in any dimensions, by Kawohl [6]. More recently, Diaz-Kawohl [1] proved that $u$ is a log concave function (and, in particular, all the level sets $(u \geq c)$ are convex) for suitable obstacles $\psi$. More geometrical properties and references can be found in Kinderlehrer [1], Kinderlehrer-Stampacchia [2] and Friedman [3].

The stability result contained in Theorem 2.25 is due to Rodrigues [1] and adapts an argument of Alt-Caffarelli [1]. Other regularity results contained in Rodrigues [1] refer to an estimate of the variation in the Lebesgue measure of the coincidence sets of solutions of different obstacle problems (improving a previous result of Caffarelli [4]) as well as to the stability of the free boundary under small changes of the domain (the Levy conjecture).

We also mention here the numerical approach of the free boundary of the obstacle problem made in Brezzi-Caffarelli [1]. They approximate (estimating the difference) the continuous free boundary by discrete free boundaries generated by the solution of the finite element approximation of the problem.

Section 2.3 Lemma 2.25 and Theorem 2.27 are due to Phillips [2]. The behaviour near the free boundary, Hausdorff measure estimates and other properties are given by Phillips [2] and Alt-Phillips [1]. These works extend the results of Alt-Caffarelli [1] (see also Friedman [3]) for a minimum problem that, roughly speaking, corresponds to $\eta = 1$ (the associated exterior problem is treated in Tepper [1], [2]). The regularity given in Theorem 2.27 was also shown by Giaquinta-Giusti [1].

Theorems 2.28, 2.29 and Lemma 2.34 follow Brauner-Nicolaenko [2], and Theorems 2.31 and 2.32 Brauner-Nicolaenko [3]. The proof of Proposition 2.33 is due to Brauner (personal communication) and adapts an argument of Brauner-Eckhaus-Garhey-Van Harten [1]. Theorem 2.35 collects several results from Brauner-Nicolaenko [2] and Misiy-Guyot [1]. Finally, Theorem 2.35 is a
slight improvement of a previous result of Brauner-Nicolaenko [2].

Other related references are: Mignot-Puel [1] and Conrad-Issard-Rouch-Brauner-Nicolaenko [1] for recent studies of nonlinear eigenvalue problems (including the singular equation (11)); Perry [1] and Luning-Perry [1], [2] for the case of homogeneous Dirichlet conditions (which appear in negative order chemical reactions and non-Newtonian fluid flows, respectively); and Crandall-Rabinowitz-Tartar [1] and Bouillet-Gomes [1] for the singular equation with the perturbed term with reverse sign.

Section 2.4. Local supersolutions like that given in (13) have already been used by Evans-Knerr [1] (see also Vazquez [1]). Radially symmetric supersolutions for equation (6) are exhibited in Diaz-Herrero [1], [2].

Unidirectional phenomena have been systematically studied by Diaz-Veron [1] for first-order quasilinear equations. The diffusion-convection balance (25) is also of interest in the study of the uniqueness of solutions associated with different boundary conditions (Carrillo [1], Carrillo-Chipot [2]).

We also remark that the dam problem may be formulated in terms of equation (21) by taking \( a_4(s) = s, b_4 \) the maximal monotone graph given in (67) of Section 2.2 and \( b_i = 0 \) if \( i > 1 \) (see, e.g. Alt [1], Carrillo-Chipot [1], Friedman [3] and the references therein). Note that, in this case, the balance (25) holds. For a study of the diffusion-convection balance for a quasilinear parabolic equation, see Diaz-Kersner [1].

Section 2.5. Theorem 2.44 in this general formulation seems to be new. A related work, containing also a strong maximum principle, is that by G. Diaz [4]. The existence of the free boundary for the Monge-Ampere equation (39) is studied by G. Diaz-J. I. Diaz [2]. We also mention here the treatment of the obstacle problem for some fully nonlinear operators given by G. Diaz [1], [2].

The study of the optimal strategy for the Hamilton-Jacobi-Bellman equation, Theorem 2.45, follows Friedman-Lions[1] (see also G. Diaz [3] for the estimate of some of the involved bounds).

Section 2.5. Theorem 2.46 follows Diaz [4] and Diaz-Hernandez [1]. The study of general (eventually multivalued) boundary conditions associated with the obstacle problem is due to Nagai [1], Yamada [1], [2] and Diaz [4]. The case of unbounded domains was considered under a different hypothesis by Diaz [2] and by Diaz [1], [2], [4] and Redheffer [2] for the obstacle problem. A careful treatment of the free boundary for the third boundary value problem for semilinear equations is given by Friedman-Phillips [1].

The results of Subsection 2.5b for the Signorini problem are taken from Diaz-Jimenez [1]. Previous results on the existence and location of the coincidence set are those by Friedman [1] and Diaz [3]. A different qualitative study of the coincidence set is due to Lewy [1] and Athanasopoulos [1].

As a final comment, in the opinion of the author it would be interesting to extend the results of Subsection 2.1c to the any-dimensional case, and also to obtain some geometrical properties of the null set \( N(u) \) such as, for instance, the convexity or an isoperimetric inequality in the case of fully nonlinear equations.
3 Existence and location of the free boundary by means of energy methods

In previous chapters the existence and location of the free boundary $p(u)$ were obtained by using, in a fundamental way, the comparison principle. The main goal of this chapter is to exhibit an alternative method to derive this kind of results; the energy method. This method is based on the general idea of finding some suitable energy function of the solution and proving that it satisfies some ordinary differential inequality which leads to the vanishing of the solution on some adequate subset. In contrast with the comparison principle, energy methods are available for equations of higher order and even without any monotonicity assumption on the nonlinear terms of the equation.

In Section 3.1, an energy method is introduced for the study of sufficient conditions for the existence of the free boundary $p(u)$ for a very general class of second order quasilinear equations. The case of quasilinear equations of any order is treated in Section 3.2 by using other energy functions and subsets. Both methods are also available for the limiting problems given by the obstacle problem and the case of some singular equations.

3.1. SECOND ORDER QUASILINEAR EQUATIONS

3.1a. The main result.

In this section we shall study the null set $N(u)$ for local weak solutions of the equation

$$-\text{div} A(x,u,\nabla u) + B(x,u,\nabla u) + C(x,u) = 0. \quad (1)$$

This study will give us interior estimates for some global nonhomogeneous boundary value problems such as, for instance, the following Dirichlet problem:

$$\text{div} A(x,u,\nabla u) + B(x,u,\nabla u) + C(x,u) = g(x) \quad \text{in} \quad \Omega \quad (2)$$

$$u = h \quad \text{on} \quad \partial \Omega. \quad (3)$$

The structural assumptions that we will adopt in this section are the following: for some open region $G$ of $\mathbb{R}^N$, $A(x,r,\xi)$ is a vector function defined on $G \times \mathbb{R} \times \mathbb{R}^N$, $B(x,r,\xi)$ is a real function defined on the same set and $C(x,r)$ is a real function defined on $G \times \mathbb{R}$. All these are Carathéodory functions (i.e. measurable on $x$ and continuous in other arguments) and they satisfy:

$$|A(x,r,\xi)| \leq C_1 |\xi|^{p-1} \quad \text{for some} \quad p > 1 \quad (4)$$

$$A(x,r,\xi) \geq C_1 |\xi|^p \quad (5)$$

$$|B(x,r,\xi)| \leq C_2 |r|^\alpha |\xi|^{\beta} \quad \text{for some} \quad \alpha, \beta > 0, \quad (6)$$

$$C(x,r) \leq C_3 |r|^{q+1} \quad \text{for some} \quad q > 0 \quad (7)$$

where $C_i$, $i = 1,4$ are positive constants ($C_3 > 0$). We remark that all the assumptions are fulfilled in the model equation

$$-\Delta_0 u + \lambda |u|^{q-1} u = 0,$$

where $\Delta_0$ is the pseudo-Laplacian operator defined in the Introduction. We also remark that no monotonicity assumption is made either on the dependence of $A$ with respect to $\xi$ or on that of $C$ with respect to $r$.

The results that we shall give here are (as in above chapters) independent of the existence, regularity and uniqueness theory. Indeed, we shall work with locally weak solutions in the following sense:

Definition 3.1. A measurable function $u \in L_{1,\text{loc}}^1(G)$ is a weak solution of

1) $\forall \phi \in L_0^p(G)$

2) $B(\cdot,u,\nabla u) \in L_{1,\text{loc}}^1(G)$

3) $C(\cdot,u) \in L_{1,\text{loc}}^1(G)$

and for any $\phi \in C_0^\infty(G)$ the following equality holds

$$\int_G \left(A(x,u,\nabla u) \nabla \phi + B(x,u,\nabla u) \phi + C(x,u) \phi\right) \, dx = 0. \quad (8)$$

To state our main result, for every $x_0 \in G$, we introduce the diffusion and absorption energy functions, defined on the ball $B_r(x_0)$ by
\[ E(\rho) = \int_{B_\rho(x_*)} A(x,u,\nabla u) \cdot \nabla u \, dx, \quad (9) \]

and
\[ b(\rho) = \int_{B_\rho(x_*)} |u|^{q+1} \, dx. \quad (10) \]

We have
\[ \text{Theorem 3.1.} \quad \text{Assume the structural conditions (4), (5), (6) and (7) under the following circumstances:} \]
\[ 0 < q < p - 1. \quad (11) \]

If \( C \neq 0 \), we also assume that
\[ 0 < \beta < p, \quad \alpha = [q - \beta(q + 1)]/p \quad (12) \]

and
\[ C_3 C_4 \varepsilon \beta = 0, \quad C_3 < C_2 \varepsilon \beta = p \quad \text{and} \quad C_3 < C_4 \varepsilon \beta = p \quad (13) \]

Let \( u \) be a weak solution of (1), \( x_* \in \Omega \) and \( \rho_0 = d(x_*, \partial \Omega) \). Then there exists a positive constant \( C \) (depending on \( q, p \) and \( D \)) such that \( u(x) = 0 \) a.e. in \( B_\rho(x_*) \) for every \( \rho \in [0, \rho_0] \) such that
\[ \rho < \rho_0 - C. \quad (14) \]

Remark 3.1. The above result has a nature similar to that of Theorem 1.9. Indeed: the one hand conditions (12) and (13) are superfluous if \( B(x_*, r, \varepsilon) \subseteq \Omega \) (i.e. \( C_3 = 0 \)). On the other hand, (14) makes sense only if \( \rho_0 \geq C \) and so it can be compared with the condition \( 1 > \psi_1(M) \) in that theorem. Nevertheless, the conclusion of Theorem 3.1 is stated in terms of the energies \( E(\rho_0) \) and \( b(\rho_0) \), i.e. using a local information on \( u \). Such a information holds for many equations in which it is possible to have global "a priori" estimates on the energies, and so the constant \( C \) can be taken uniformly, for every \( x_*, \rho_0 \).

The main ingredients in the proof of Theorem 3.1 are the next two auxiliary lemmas. The first one is like a local "complementary formula". Now we shall write \( B_\rho \) to represent \( B_\rho(x_*) \) and \( S_\rho = \partial B_\rho \).

Lemma 3.2. Under the hypotheses of Theorem 3.1, we have that \( A(\cdot, u, \nabla u) \cdot \nabla u, \quad |u|^{q+1} \), \( A(\cdot, u, \nabla u) \) and \( B(\cdot, u, \nabla u) \) belong to \( L^1(B_\rho) \).

Moreover, for almost all \( \rho \in (0, \rho_0) \), we have
\[ \int_{B_\rho} A(x,u,\nabla u) \cdot \nabla u \, dx + C_3 \int |u|^{q+1} \, dx + \int B(x,u,\nabla u) \, dx \leq \int A(x,u,\nabla u) \cdot \nabla u \, ds \quad (15) \]

where \( \nu = \hat{n}(s) \) is the outward normal vector at \( x \in S_\rho(x_*) \).

The second auxiliary lemma is the key-stone of the proof of Theorem 3.1. Its proof, quite technical, is given in subsection 3.1b.

Lemma 3.3. Let \( D \) be a bounded open set of \( \mathbb{R}^N, N \geq 1 \), with a \( C^1 \) boundary \( \partial D \). Assume
\[ 0 < q \leq p - 1 < \infty. \]

Then there exists a constant \( C \) depending on \( q, p \) and \( D \) such that for any \( v \in W^{1,p}(D) \) we have
\[ \| v \|_{L^p(D)} < C(\| v \|_{L^p(D)} + \| v \|_{L^{q+1}(D)}) \| v \|_{L^{q+1}(D)}^{1-\theta} \quad (16) \]

where
\[ \theta = \frac{N(p-1-q)+p+1}{N(p-1-q+q+1)p}. \quad (17) \]

If in particular \( D = B_\rho(x_*) \) (\( \partial D = S_\rho(x_*) \)) then (16) can be improved by the estimate
\[ \| v \|_{L^p(S_\rho)} \leq C(\| v \|_{L^p(S_\rho)} + \rho^{-\delta} \| v \|_{L^{q+1}(S_\rho)}) \| v \|_{L^{q+1}(S_\rho)}^{1-\theta} \quad (18) \]

where
\[ \delta = \frac{N(p-1-q)+(q+1)p}{p(q+1)} \quad (19) \]

and \( C = C(N,p,q) \).
To go ahead, we assume , for a moment, the above lemmas already proved. Proof of Theorem 3.1. First step. If \( u \) is a local weak solution of (1) then

\[
E(\rho) + C_b \rho + \int_{\mathcal{B}} B(x,u,vu)u \, dx \geq C_s (E(\rho) + b(\rho))
\]

(20)

where \( C_s = C_s(C_2,C_3,p,q,\theta) > 0 \). This can be obtained in the following way. By using Young's inequality, for any \( \varepsilon > 0 \) and \( \gamma > 1 \) we have

\[
C_s |u|^{q+1} |vu|^\frac{q}{\gamma} \leq \frac{C_s}{\gamma} |u|^\gamma |u|^\gamma v u |^\gamma v u |^\gamma v u |
\]

(21)

If we choose \( \gamma = \frac{q+1}{q+1} \), then \( \frac{\gamma}{\gamma-1} = p \) thanks to assumption (12). So, using (6) we have

\[
B(x,u,vu)u \leq C_s \frac{p-\theta}{\theta} |u|^{q+1} + \frac{BC_s}{\theta} \varepsilon \frac{p-\theta}{\theta} |vu|^p.
\]

Therefore, by assumption (5) and the definitions of \( E(\rho) \) and \( b(\rho) \) we have

\[
\int_{\mathcal{B}} B(x,u,vu)u \, dx \leq C_s \frac{p-\theta}{\theta} |u|^{q+1} \frac{p-\theta}{\theta} |vu|^p E(\rho).
\]

Since \( C_s \) satisfies (13), it is possible to find \( \varepsilon > 0 \) depending on \( p,b,C_2,C_3,\) such that

\[
\varepsilon C_s \frac{(p-\theta)}{\theta} < C_s \quad \text{and} \quad \frac{BC_s}{\theta} \varepsilon \frac{p-\theta}{\theta} \varepsilon < 1.
\]

In this case, it is enough to take

\[
C_s = \min \{ C_s, -\varepsilon C_s \frac{(p-\theta)}{\theta} , 1 - \frac{BC_s}{\theta} \varepsilon \frac{p-\theta}{\theta} \varepsilon < 1 \}
\]

in order to have (20).

End of the proof. By Lemma 3.2, structural assumptions (5) and (7), and the first part of the expression (20), we have

\[
C_s (E(\rho) + b(\rho)) \leq \int_{\mathcal{S}_0} A(x,u,vu) \cdot \nabla u \, ds
\]

(22)

but, by (4) and Hölder

\[
\int_{\mathcal{S}_0} A(x,u,vu) \cdot \nabla u \, ds \leq C_s \left( \int_{\mathcal{S}_0} |vu|^{p-1} |u| \, ds \right) \leq C_s \left( \int_{\mathcal{S}_0} |vu|^p \right)^{\frac{p-1}{p}} \left( \int_{\mathcal{S}_0} |u|^p \right)^{\frac{1}{p}}.
\]

(23)

On the other hand, by using spherical coordinates \((\omega,\rho)\) with center \( x_s \), we have

\[
E(\rho) = \int_0^\rho \int_{S_{\rho}} A(\rho,nu,\rho v_n) \cdot \nabla u \, n \cdot v \, d\omega \, d\rho.
\]

Hence, \( E \) is almost everywhere differentiable and

\[
\frac{dE}{d\rho} (\rho) = \int_{S_{\rho}} A(\rho,nu,\rho v_n) \cdot \nabla u \, n \cdot v \, d\omega \, d\rho = \int_{S_{\rho}} A(\rho,nu,\rho v_n) \cdot \nabla u \, d\omega
\]

which, by (5), implies

\[
\frac{dE}{d\rho} (\rho) \geq C_s \int_{\mathcal{S}_0} |vu|^p \, ds.
\]

(24)

So, by (22),(23),(24) and the Lemma 3.3. (expression (18)) we have

\[
E(\rho) + b(\rho) \leq K_1 \left( \frac{p-1}{p} \left( \frac{1}{q^*} - \frac{1}{p} \right) b(\rho) \right)^{\frac{1}{q^*} - \frac{1}{p}} + \frac{1}{p} \left( E(\rho) + b(\rho) \right)^{\frac{1}{q^*} - \frac{1}{p}}
\]

for some constant \( K_1 \). But, since

\[
b(\rho) \frac{1}{q^*} \leq b(\rho) \leq b(\rho) \frac{1}{q^*} + \frac{1}{q^*} b(\rho) \frac{1}{q^*},
\]

by Young's inequality we get

\[
E(\rho) + b(\rho) \leq K_1 \rho \left( \frac{p-1}{p} \left( \frac{1}{q^*} - \frac{1}{p} \right) b(\rho) \right)^{\frac{1}{q^*} - \frac{1}{p}} + \frac{1}{q^*} b(\rho) \frac{1}{q^*}
\]

(25)

where

\[
K_1 = 2K \max(1,b(\rho_0)) \left( \frac{1}{q^*} - \frac{1}{p} \right) \max(\frac{1}{q^*},1),\quad \omega = \frac{p}{q^*} + \frac{1}{q^*}.
\]

Hence we deduce that \( E \) satisfies the differential inequality.
\[ K_{1p} = \frac{\delta_p^p}{\delta_p^{p-1}} \frac{p}{p-1} E(p) \geq \left( E(p) + b(p) \right)^{1-w} \geq E(p)^{1-w} \]

i.e.

\[ K_{2p} = \frac{\delta_p^p}{\delta_p^{p-1}} \frac{p}{p-1} E(p) \]

if \( K_2 = K_{2p} = \delta_p^p \). Remark that \( \frac{1}{p} < \frac{1}{q+1} \) thanks to (11), and so

\[ 0 < \frac{(1-w)p}{p-1} < 1. \] Integrating (25) on \((p, p_0)\), we get

\[ \frac{K_2}{1-\frac{(1-w)p}{p-1}} \left( E(p) - E(p_\frac{p}{p-1}) \right) \geq \frac{1 + \frac{\delta_p^p}{p-1}}{\frac{1}{p} - \rho} \]

and, hence, if \( p_1 < p_0 \) is such that

\[ \frac{1 + \frac{\delta_p^p}{p-1}}{\frac{1}{p} - \rho} \]

then \( E(p_1) = 0 \), and so \( E(p) = 0 \) for \( p < p_1 \). This implies, by (25), that \( b(p) = 0 \), which means \( u(x) = 0 \) a.e. in \( B_p^p \) for \( p < p_1 \).

Remark 3.2. In fact, if we compute the exponents in the proof of Theorem 3.1, we can improve (14) ; getting

\[ p_0 = p_0 + c \frac{\delta_p^p}{p-1} \max(1,v^{p-1}) \max(1,b^{p_0}) \]

where \( C = C(C_1,C_2,C_3,C_4,N,p,q) \) and

\[ \gamma = \frac{p - q - 1}{N(p-1-q)p(q+1)}, \quad v = \frac{p(q+1) + q(p-1-q)}{(p-1)q} \]

\[ n = \frac{p-1-q}{(p-1)(q+1)} \]

Proof of Lemma 3.1. From (4) \( A_{\nu,v} \in L^p(B_{p_0}(x_0)) \) and \( u \in L^q(B_{p_0}(x_0)) \) we deduce from Poincaré's inequality and the Sobolev imbedding theorem that \( u \in L^{q+1}(B_{p_0}(x_0)) \), \( \frac{1}{p} = \frac{1}{p} - \frac{1}{q+1} \) if \( p < N \), or \( u \in L^q(B_{p_0}(x_0)) \), \( \frac{1}{p} > \frac{1}{q+1} \) if \( p > N \). Hence \( u \in L^{q+1}(B_{p_0}(x_0)) \). From (6)

\[ \int_B |b(x,u,v)| dx \leq C_5 |u|^{q+1} \] As \( |u|^{q+1} \in L^q(B_{p_0}(x_0)) \) and \( |Du| \in L^p(B_{p_0}(x_0)) \) as \( \frac{p}{p} + (\frac{q+1}{q+1}) = 1 \), \( \int_B |b(x,u,v)| dx \in L^q(B_{p_0}(x_0)) \). As \( A_{\nu,v} \in L^q(B_{p_0}(x_0)) \) and \( u \in L^{q+1}(B_{p_0}(x_0)) \) if \( p < N \) (or \( u \in L^q(B_{p_0}(x_0)) \) if \( p > N \)) and as \( \frac{p}{p} + (\frac{q+1}{q+1}) = 1 \), \( \int_B A_{\nu,v} \in L^q(B_{p_0}(x_0)) \) and \( \int B_{p_0}(x_0) A_{\nu,v} \in L^q(B_{p_0}(x_0)) \) and \( \int B_{p_0}(x_0) A_{\nu,v} \in L^q(B_{p_0}(x_0)) \)

Now we define for \( m \in \mathbb{N} \), \( T_m(u) = \text{sign}(u) \min(m,|u|) \) and for \( n \in \mathbb{N} \)

we consider the sequence of functions \( \psi_n : [0,p_\frac{p}{p-1}] \to \mathbb{R}^+ \) such that

\[ \psi_n(r) = 1 \quad \text{if} \quad r \in [0,\rho - \frac{1}{n}], \]

\[ \psi_n(r) = 0 \quad \text{if} \quad r \in [\rho,\rho_0] \]

\[ \psi_n(r) = -n(r-\rho) \quad \text{if} \quad r \in [\rho - \frac{1}{n}, \rho] \]

From a result of Stampacchia [21], \( \psi_{n,m}(x) = T_m(u(x)) \psi_n(|x-x_0|) \), belongs to \( W^{1,p}(B_{p_0}(x_0)) \), so it is an admissible test function, and we have

\[ \int_{B_{p_0}(x_0)} A(\nu,v) \psi_{n,m} dx = \int_{B_{p_0}(x_0)} \psi_n A(\nu,v) \psi_{n,m} + C(x,u) \psi_{n,m} dx = 0. \]

But

\[ \int_{B_{p_0}(x_0)} A(\nu,v) \psi_{n,m} dx = \int_{B_{p_0}(x_0)} A(\nu,v) \psi_{n,m} dx + \int_{B_{p_0}(x_0)} A(\nu,v) \psi_{n,m} dx \]

we deduce from Lebesgue's theorem, as \( m \to \infty \), that

\[ \int_{B_{p_0}(x_0)} A(\nu,v) \psi_{n,m} dx = \int_{B_{p_0}(x_0)} A(\nu,v) \psi_{n,m} dx \]

spherical coordinates \((r,\omega)\) with center \( x_0 \) we have

\[ \int_{B_{p_0}(x_0)} A(\nu,v) \psi_{n,m} dx = \int_{\mathbb{R}^n} A(\nu,v) \psi_{n,m} dx \]

where \( A(\nu,v) \) is\( \psi_{n,m} \).
where $x = x_0$. From Lebesgue's differentiation theorem and the fact that $\int_{S^{N-1}} u A(r, u, \nu u) \cdot \nu r^{N-1} \, d\omega \in L^1(0, \rho_0)$, we deduce that, for almost all $\rho \in (0, \rho_0)$,

$$\lim_{n \to \infty} \int_{\rho - \frac{1}{n} < |x-x_0| < \rho} u A(x, u, \nu u) \cdot \nu \, dx \to 0.$$  \hspace{1cm} (29)

Going to the limit ($n \to \infty$) in (28) we deduce (15). 

**Remark 3.3.** We can relax the hypotheses (12) and (13) assuming that $u \in L^1_{\text{loc}}(\mathbb{R}^N)$. This is the case if, for instance,

$$|C(x, r)| < C_0 |r|^{p-1} + C_\eta$$  \hspace{1cm} (30)

(see Serrin [1]). From the proof of Lemma 3.3 it is easy to see that we just have to suppose $\alpha > 0$, $0 < \beta < p$ and $C_\eta$ small enough. We also remark that for bounded functions the following estimate for the diffusion energy function holds:

$$E(\rho_0) < \int |v_0|^p \, dx \leq C \rho_0^{p-1}$$

for some adequate $C$, depending only on $\sup |u|$ and the structural conditions (see Ladyzhenskaya-Ural'tseva [1] p. 247).

As an application of Theorem 3.1 we have the following global result, stated, for simplicity, for the equation (2) on $u = \mathbb{R}^N$.

**Theorem 3.4.** Under the same assumptions as in Theorem 3.1, let $u \in W^{1,p}(\mathbb{R}^N)$ be any weak solution of

$$- \text{div} A(x, u, \nu u) + B(x, u, \nu u) + C(x, u) = g(x) \quad \text{in} \quad \mathbb{R}^N$$  \hspace{1cm} (31)

where $g \in L^{(q+1)/q}(\mathbb{R}^N)$ and the support of $g$ is in $B_0(0)$ for some $\rho_0 > 0$. Then there exists $\rho_1 > \rho_0$, $\rho_1$ depending only on $\|g\|_{L^{(q+1)/q}(\mathbb{R}^N)}$ and the structural constants, such that the support of $u$ is in $B_{\rho_1}(0)$.

Moreover, if we assume that $p < N$ or $C(x, r)$ satisfies (30), the result remains true if we just suppose that $u \in L^{q+1}(\mathbb{R}^N)$, $v \in L^p(\mathbb{R}^N)$ and $\mathcal{G} \in L^p((p-1)(\mathbb{R}^N)^N)$.

**Proof.** Since $u$ is a weak solution of (31), we have

$$\int A(x, u, \nu u) \cdot \nu \, dx + \int B(x, u, \nu u) \cdot \nu \, dx + \int C(x, u) \, dx = \int g(x) \, dx,$$  \hspace{1cm} (32)

for any $g \in C_0(\mathbb{R}^N)$. Using the same truncation method as in Lemma 3.2, we have for any $\zeta \in C_0(\mathbb{R}^N)$, $\zeta \geq 0$,

$$\int \zeta A(x, u, \nu u) \cdot \nu + \zeta B(x, u, \nu u) \cdot \nu + \zeta C(x, u) \, dx = \int \zeta u \, dx.$$  \hspace{1cm} (33)

If we take $\zeta = \zeta_n$ such that $0 \leq \zeta_n \leq 1$, $\zeta_n(x) = 1$ if $|x| < n$, $\zeta_n(x) = 0$ if $|x| > n + 1$, $\|\nabla \zeta_n\|_{\infty} \leq 2$, then

$$\int |u A(x, u, \nu u) - \zeta_n| \, dx \leq 2 C_{1, p} \int |u|^p \, dx \leq 2^{1/p} \int |u|^p \, dx \leq (p-1)/p.$$  \hspace{1cm} (34)

If $n \to \infty$ we deduce (as in the first step of the proof of Theorem 3.1)

$$C_n \int |A(x, u, \nu u) - u|^{q+1} \, dx \leq \int u \, dx.$$  \hspace{1cm} (35)

From Young's inequality, $\int \zeta u \, dx \leq \int |u|^{q+1} \, dx + C \int |g(x)|^{(q+1)/q} \, dx$. But if $\zeta > C_n$ we deduce that

$$\int \zeta u A(x, u, \nu u) \, dx + \int \zeta \, dx \leq \int K \, \|g\|_{L^{(q+1)/q}(\mathbb{R}^N)} \, dx,$$  \hspace{1cm} (36)

for some structural constant $K$. Hence $E(\omega)$ and $b(\omega)$ remain bounded independently of $u$ and, for any $r > 1$ and $x_0 \in \mathbb{R}^N$,

$$C \min \left\{ \frac{\gamma(r)}{r^{1-(p-1)}} \right\} \max \{1, r^{1-(p-1)} \} b(N, \omega) \leq K r^{1-(p-1)},$$  \hspace{1cm} (37)

where $C$ depends on the structural constants and $\|g\|_{L^{(q+1)/q}(\mathbb{R}^N)}$. If we
apply Theorem 3.1 in \( B_r(x_0) \), where \( |x_0| = \gamma_3 + r \), we deduce that

\[
S(u) \subset B_{r_1}(0), \quad \rho_1 = \rho_2 + \max(1, K), \quad S(u) = \text{support of } u.
\]

If we suppose \( p < N \), then \( u \in L^p(\mathbb{R}^N) \) implies \( u \in L^p(\mathbb{R}^N) \) with

\[
\frac{1}{p_1} = \frac{1}{p} - \frac{1}{N}.
\]

Hence \( u \in L^{p_1}(\mathbb{R}^N) \cap L^p(\mathbb{R}^N) \), so \( u \in W^{1,p}(\mathbb{R}^N) \) and we can get to the limit in (34) and get (36). If \( C(x,r) \) satisfies (30) then \( u \in L^m(\mathbb{R}^N - B_{2r_0}(0)) \) (see Remark 3.3) and \( u \in L^{p}(\mathbb{R}^N) \) from interpolation results.

As in the previous chapter, the obstacle problem can be treated as the limiting case \( q = 0 \). From the proof of Theorem 3.1 we see that the hypothesis of continuity on \( r \to C(x,r) \) can be relaxed. So we can consider variational inequalities in a weak sense such as the following:

\[
u > 0 \quad - \text{div} A(x,u,v_u) + B(x,u,v_u) \geq g(x) \quad \text{in} \quad G. \tag{38}
\]

Now the solutions must satisfy \( u \in L^1(G), \quad u \in L^p(G), \quad B(x,u,v_u) \in L^1(G) \) and

\[
\int_G (A(x,u,v_u) \cdot v_u + B(x,u,v_u) \phi) \, dx \geq \int_G g(x) \phi \, dx \tag{39}
\]

for any \( \phi \in C_0^0(G), \quad \phi \geq 0 \). Finally, if for some \( \varepsilon > 0 \), we have

\[
g(x) < - \varepsilon \quad \text{a.e. in } G,
\]

we can apply Theorem 3.1 provided \( C_3 \) is small enough.

**Remark 3.4.** A careful review of the proof of Theorem 3.1 shows that the exponent \( q \) can also be taken satisfying \(-1 < q < 0\). In this way, the energy method is also available for some singular equations (see Section 2.3). We remark that the possibility of taking negative values of \( q \) in interpolation inequalities (see inequality (41)) was already pointed out in Nirenberg [11].

---

3.1b. Proof of the interpolation-trace lemma.

For the sake of simplicity we restrict ourselves to \( v \in C^{1}(\mathbb{G}) \), since \( C^{1}(\mathbb{G}) \) is dense in \( W^{1,p}(\mathbb{G}) \). The proof of inequality (16) is divided into four steps (see Bidaut-Veron [2] for a similar result).

**First step.** From a well-known result (see e.g. Ladyzhenskaya-Ural'seva [1]) p. 45) for any \( \varepsilon > 0 \) there exists \( C_6 > 0 \) such that, for any \( v \in C^{1}(\mathbb{G}) \), the following holds:

\[
||v||_{L^{q+1}(G)} \leq \epsilon ||v||_{L^{p}(G)} + C_6 ||v||_{L^{q+1}(G)} \tag{40}
\]

If we set \( C_6 = \max(1, +, C_5 ||G||_{L^{q+1}(G)}) \), we get

\[
||v||_{W^{1,p}(G)} \leq C_6 (||v||_{L^{p}(G)} + ||v||_{L^{q+1}(G)}). \tag{41}
\]

**Second step.** We start from the elementary trace result (see e.g. Adams [11]): there exists \( C_3 > 0 \) such that for any \( u \in C^{1}(\mathbb{G}) \) we have

\[
||u||_{L^{1}(\mathbb{G})} \leq C_3 ||u||_{W^{1,1}(\mathbb{G})} \tag{42}
\]

and for \( p > 1 \) we apply (42) to \( u = \gamma ||v||_{L^{p-1}(G)} \), \( v \in C^{1}(\mathbb{G}) \), so

\[
\int_{\mathbb{G}} |v|^p \, dx < C_5 (p \int_{\mathbb{G}} |v|^{p-1} |v|_{L^{p}} |v|_{L^{p}} + \int_{\mathbb{G}} |v|^p \, dx)
\]

Since \( \int_{\mathbb{G}} |v|^{p-1} |v|_{L^{p}} |v|_{L^{p}} \leq ||v||_{L^{p}(G)} ||v||_{L^{p}(G)} ||v||_{L^{p}(G)} \), we get

\[
\int_{\mathbb{G}} |v|^p \, dx \leq C_5 (p ||v||_{L^{p}(G)} ||v||_{L^{p}(G)} ||v||_{L^{p}(G)})
\]

which implies

\[
||v||_{L^{p}(G)} \leq C_3 (p ||v||_{L^{p}(G)} ||v||_{L^{p}(G)} ||v||_{L^{p}(G)}). \tag{43}
\]

**Third step.** Set \( 0 < q < p-1 \), we claim that there exists a constant \( C_3 > 0 \) such that, for any \( v \in C^{1}(\mathbb{G}) \), we have
\[
\| v \|_{L^p(G)} \leq C \| v \|_{W^{1,p}(G)}^{(p-1)/(p-1)} \| v \|_{L^{q+1}(G)}^{p/(p-1)} \quad (44)
\]

Case 1: assume \( p < N \). From Sobolev's inequality, we have
\[
\| v \|_{L^p(G)} \leq C \| v \|_{W^{1,p}(G)}^{1-\lambda} \| v \|_{L^{q+1}(G)}^{\lambda},
\]
where \( \frac{1}{p} = \frac{\lambda}{q+1} + \frac{1-\lambda}{r} \), that is, \( \lambda = \frac{p(q+1)}{N(p-1-q)} \). Hence, from Sobolev's inequality
\[
\| v \|_{L^p(G)} \leq C^{1-\lambda} \| v \|_{W^{1,p}(G)}^{1-\lambda} \| v \|_{L^{q+1}(G)}^{\lambda},
\]
and \( 1 - \lambda = \frac{N(p-1-q)}{N(p-1-q)+p(q+1)} = \frac{p-1}{p} \quad (46) \), \( \lambda = \frac{p(1-q)}{p-1} \).

Case 2: assume \( p \geq N \geq 1 \). We set \( \alpha = \frac{N+1}{2}, \beta = \frac{2p}{N+1}, \quad \gamma = \frac{N+1}{p}, \quad \gamma^{-1} = \frac{p}{N+1} \). From Hölder's interpolating inequality we have
\[
\| u \|_{L^p(G)} \leq C \| u \|_{L^q(G)}^{1-\gamma} \| u \|_{L^p(G)}^\gamma,
\]
where \( \frac{1}{\alpha} = \frac{1-\gamma}{\beta} \) (47) is valid even if \( 0 < \beta = 1 \). From Sobolev's inequality we get
\[
\| u \|_{L^p(G)} \leq C \| u \|_{W^{1,p}(G)}^{1-\gamma} \| u \|_{L^p(G)}^\gamma.
\]
Now we set \( u = v \| v \|^{p-1} \) and we have
\[
\| u \|_{L^p(G)} = \| v \|_{L^p(G)}^p = \| v \|_{L^p(G)}^p,
\]
\[
\| u \|_{L^p(G)} = \| v \|_{L^p(G)}^p = \| v \|_{L^p(G)}^p,
\]
\[
\| u \|_{W^{1,p}(G)} = \| v \|_{L^p(G)}^p + \left( \int_G |v|^p |\nabla v |^{p-2} |\nabla v |^{\alpha} dx \right)^{1/\alpha}.
\]

For the sake of simplicity, we suppose \( x_0 = 0 \) and we perform the following change of variable: \( x = \rho y \), \( y \in B_1(0) \), \( y \in B_1(0) \). If \( u \in W^{1,p}(B_1(0)) \), the function \( v \) defined by \( (y) = u(x) \) belongs to \( W^{1,p}(B_1(0)) \) and from (16) we have
\[
\| v \|_{L^p(S_1(0))} \leq C(\| v \|_{L^p(B_1(0))} + \| v \|_{L^{q+1}(B_1(0))}^{1/\gamma} \| v \|_{L^{q+1}(B_1(0))}^{1-\gamma}).
\]

But \( v(y) = \rho v(x) \), \( \| v \|_{L^{q+1}(B_1(0))} = \rho^{-\frac{N}{q+1}} \| v \|_{L^{q+1}(B_1(0))} \).
\[ \| v \|_{L^p(S(T))(B_1(0))} = \rho^{-\frac{N-1}{q} + \frac{1}{p}} \| u \|_{L^p(S_\rho(0))} \]

As \( 1 - \frac{N-1}{\rho} + \frac{1}{p} = 0 \) and \( \frac{N-1}{q} + \frac{1}{p} = \frac{N(p-1-q)(q+1)p}{p(q+1)} \)

we get (18). \( \Box \)

### 3.2. Quasilinear Elliptic Equations of Arbitrary Order.

In this section we shall give a different energy method for the study of the general set of the solution of quasilinear elliptic equations of arbitrary order. For the sake of clarity of the exposition we shall only consider the case of equations on the whole space \( \Omega = \mathbb{R}^N \), although it is also possible to consider the case in which \( \Omega \) is an open regular set of \( \mathbb{R}^N \) (see Remark 3.7). Our formulation is the following: Given \( 1 < p < \infty \), \( m \geq 1 \)

and \( g \in W^{m,p}(\mathbb{R}^N) \), we consider the equations

\[
(-1)^m \sum_{|\alpha| = m} \partial^\alpha |\partial^\alpha u|^{p-2} \partial^\alpha u + f(u) = g \quad \text{in} \quad \mathbb{R}^N \tag{1}
\]

where

\[ f \in C^0(\mathbb{R}) \quad \text{if} \quad s \in \mathbb{R} \quad \text{for all} \quad s \in \mathbb{R}. \tag{2} \]

The main result is

\[
\begin{align*}
\text{Theorem 3.5. Let} & \quad g \in W^{m,p}(\mathbb{R}^N), \quad \text{Assume} & \tag{3}
\end{align*}
\]

\( 0 < q < p - 1 \).

Then, at least there exists one solution \( u \in W^{m,p}(\mathbb{R}^N) \), with \( f(u) \in L^1(\mathbb{R}^N) \),

satisfying (1) in the sense of distributions and such that the support of \( u \) is compact.

Remark 3.5. Note that \( f \) is not assumed to be nondecreasing and so the uniqueness of the solutions of (1) is not assured in general.

As in the above section, the proof will be carried out by proving that some "energy functions" satisfy some suitable ordinary differential inequalities.

Proof of Theorem 3.5. The wanted solution \( u \) of (1) with compact support will be obtained as the zero extension to \( \mathbb{R}^N \) of a function \( u \) defined on an open ball \( G \) containing the support of \( g \) and such that \( u \in W^{m,p}(G) \) and \( u \) satisfies the equation (1) on \( G \) (as well as homogeneous Dirichlet conditions on \( \partial G \)). In order to show that such a \( \tilde{u} \) obtained in this way belongs to \( W^{m,p}(R^N) \) and satisfies (1), it suffices to show that if \( G \) is big enough, the support of \( \tilde{u} \) is strictly contained in \( G \). Thus, we need to estimate the support of \( \tilde{u} \) independently of \( G \). To clarify the notation we shall identify \( \tilde{u} \) and \( u \). By the existence results (see Brezis-Browner [1,2] for Chapter 4) we know that \( u \in W^{m,p}(G) \), \( f(u) \in L^1(G) \), \( uf(u) \in L^1(G) \) and \( u \) is a solution of the equation (1) on \( G \). So we have

\[
\sum_{|\alpha| = m} \int_G \partial^\alpha |\partial^\alpha u|^{p-2} \partial^\alpha u \cdot \partial^\alpha v \, dx = \langle f(u), v \rangle = \langle g, v \rangle \tag{4}
\]

for every \( v \in W^{m,p}(G) \), where the brackets represent the duality action between \( W^{m,p}(G) \) and \( W^{m,p}_0(G) \). Set \( x = (x_1, \ldots, x_N) \), \( y = (x_1, \ldots, x_{N-1}) \), \( t = x_N \). We can trivially suppose that the half-space \( \{ t > 0 \} \) intersects \( G \) and does not intersect the support of \( g \).
For any \( t_0 > 0 \) the function

\[
w(x) = \begin{cases} 
  (t-t_0)^m u(x) & \text{if } t > t_0, x \in G \\
  0 & \text{if } t \leq t_0, x \in G 
\end{cases} \tag{5}
\]

is positive and belongs to \( W_0^m(P(G)) \). This is a simple but important remark for the present proof. Since \( w(x) > 0 \) (recall that \( s(f) > 0 \)), by a result of Brezis-Browder [2] (see also Remark 4.12) we have

\[
\langle f(u),w \rangle = \int \limits_G f(u)w \, dx = \int \limits_{t > t_0} (t-t_0)^m u f(u) \, dx.
\]

Setting \( v = w \) in (4) we obtain

\[
\sum a_{ijm} \int \limits_{|a|=m} |p_j u|^{p-2} p_j u - D^\alpha((t-t_0)^m u) \, dx + \int \limits_{t > t_0} (t-t_0)^m u f(u) \, dx = 0. \tag{6}
\]

We proceed to compute \( D^\alpha((t-t_0)^m u) \). Setting \( D_a = \alpha/\alpha t \), we have, with an obvious notation and for some constants \( a_{ijm} \),

\[
D^\alpha = D^\alpha_x D^\alpha_y, \quad |\alpha| = |\alpha| - j, \quad \sum a_{ijm} \sum \left( \sum_{j=0}^m \sum_{j=m-i} \right) (t-t_0)^{m-1} D^j_x D^i_y u. \tag{7}
\]

Using the notation

\[
|D^j u(x)|^P = \sum_{|\alpha|=j} |D^\alpha u(x)|^P, \quad j = 1, \ldots, m
\]

we introduce the "energy function"

\[
I_m(t_0) = \int \limits_{t > t_0} (t-t_0)^S |p_j u|^{p_j} \, dx + \int \limits_{t > t_0} (t-t_0)^S |u|^{q+1} \, dx.
\]

Noting that

\[
|D^j_x D^i_y u(x)| \leq |D^{j-i} u(x)|^P
\]

(because \( |p_j + j = m \)), some elementary computations with (2) (6), (7) and (8) give (we drop \( x \in G \) in the integrals):

\[
I_m(t_0) \leq C_m \sum_{i=1}^m \int \limits_{t > t_0} (t-t_0)^{m-i} |p_i u|^{p_i-1} |u|^{q+1} \, dx \leq C_m \sum_{i=1}^m \left[ \int \limits_{t > t_0} (t-t_0)^{m-i} |p_i u|^{p_i} \, dx \right]^{1/p_i} \left[ \int \limits_{t > t_0} (t-t_0)^{m-i} |u|^{q+1} \, dx \right]^{1/(q+1)},
\]

where we have applied Holder's inequality. To proceed we need the following lemma:

**Lemma 3.6.** (Weighted interpolation inequality). Set \( \mathbb{N}_+ = \{ x \in \mathbb{N} : x_N > 0 \} \), \( t = x_N \). Let \( m, j, k \) be integers, \( m > 1, 0 < j < m, k > 0 \). Let \( 1 < p < \infty \) and \( 0 < q < p - 1 \). Then

\[
\left[ \int \limits_{t > t_0} (t-t_0)^k |p_j u|^p \, dx \right]^{1/p} \leq C \left[ \int \limits_{t > t_0} (t-t_0)^k |p_j u|^p \, dx \right]^{1/p} \left[ \int \limits_{t > t_0} (t-t_0)^m |u|^{q+1} \, dx \right]^{(1-q)/(q+1)} \tag{9}
\]

where \( C \) is given by

\[
\frac{1}{p} = \frac{1}{N+k} + \left( \frac{1}{p} - \frac{m}{N+k} \right) \left( 1 - 0 \right) \frac{1}{(q+1)} \tag{10}
\]

and the constant \( C \) depends only on \( N, m, j, p, q, k \) and \( k \).

**Proof of Theorem 3.5.** (continuation). Since the zero extension operator maps \( W_0^m(P(G)) \) into \( W_0^{m'}(\mathbb{N}) \) and commutes with \( D^\alpha, |a| \leq m \), we apply the Lemma 3.6 on half-spaces and thus the constants are independent of \( G \). So we obtain

\[
I_m(t_0) \leq C \sum_{i=1}^m \left[ \int \limits_{t > t_0} (t-t_0)^{m-i} |p_i u|^{p_i} \, dx \right]^{1/p_i} \left[ \int \limits_{t > t_0} (t-t_0)^{m-i} |u|^{q+1} \, dx \right]^{1/(q+1)} \tag{11}
\]

We set \( \lambda_i = \frac{1}{p_i} + 0, p_1 = (1 - \theta_i)/(q+1) \). Applying the inequality \( A^{ab} \leq C(A \theta_b) a^{b} \) and computing explicitly \( \lambda_i \) through (11) we obtain

229
\[ I_m(t) \subset C \sum_{i=1}^{m} I_{m-1}(t)^{\lambda_i} \]  \hspace{1cm} (12) \\
\[ \lambda_i = 1 + \frac{i}{(N+m-1+\sigma)(q+1)} \]  \hspace{1cm} (13) \\
and the constant \( C \) of (10) depends only on \( N, m, p, q \). Note that \( \sigma > 0 \) and \( \lambda_i > 1 \). Since \( I_1^* = -sI_{m-1} \), (12) is an ordinary differential inequality for which we shall prove later (see Lemma 3.8) that necessarily \( I_m(t) \) must be with compact support \([0, a]\), \\
\[
 a \subset C I_1(0) 1/((N+\sigma(q+1)) , \sigma = pm/(p-q-1), 
\]
where the constant \( C \) depends only on \( N, m, p, q \). So, supp \( u \) is included in the half-space \( \{ t < a \} \). Again by the result of Brezis-Browder [2], \\
\[
 <f(u),u>_{\alpha} = \int_G uf(u)dx. 
\]
Since the integrals defining \( I_1(0) \) are performed on a subset of \( G \), setting \( v = u \) in (4) and using (2) and Young's inequality, we obtain \\
\[
 I_1(0) \subset C(p,q)||f||_{L^p}^{\beta} ||u||_{L^p} \Gamma(N), 
\]
(14) \\
Considering half-spaces orthogonal to the coordinate axes, it is clear that supp \( u \) is bounded independently of \( G_0 \).

In order to give the proof of Lemma 3.6, we first recall the Nirenberg's interpolation inequalities 

**Lemma 3.7.** (Nirenberg [1]). Let \( u \in L^{q+1}(\mathbb{R}^N) \) and \( D^m u \in L^p(\mathbb{R}^N), 0 < q, 1 < p < \infty. \) Then for \( 0 < j < m \) we have \\
\[
 ||D^ju||_{L^q} \leq C ||D^m u||_{L^p} \| u \|_{L^{q+1}}^{1-\theta} 
\]
where \\
\[
 \frac{1}{q} = \frac{1}{N} + \theta(\frac{1}{p} - \frac{m}{N}) + (1-\theta) \frac{1}{q+1} 
\]
for all \( \theta \) in the interval \( j/m < \theta < 1 \) and the constant \( C \) depends only on \( N, m, j, p, q \) and \( \theta \).

**Proof of Lemma 3.6.** Since we suppose \( k \) integer, a very simple proof can be given using a device of Adams [1]. We argue by induction on \( k \). For \( k = 0 \) it is true by the former lemma. Suppose it is true for \( k \). Consider \\
\[
 \Pi = \{(x, z) \in \mathbb{R}^{N+1} : x \in \mathbb{R}^N, \quad 0 < z < t\}, \quad u^*(x, z) = u(x) \in \Pi 
\]
The domain \( \Pi \) can be mapped onto a product domain by a nonsingular linear transformation for which the lemma remains true (see Nirenberg [1]). Therefore, by the induction hypothesis (9), (10) hold with \( \Pi \), \( \Pi \) and \( N+1 \). So in (10) we have \( N + k + 1 \) instead of \( N + k \). We conclude the proof by taking into account that \\
\[
 \int \int \int t^k |u^*|^{q+1} dx \ dz = \int \int \int \int t^k \Pi |u|^{q+1} dx 
\]
and the analogous relations for the derivatives.}

Now we turn to the consideration of ordinary differential inequalities as given in (12) for the proof if Theorem 3.5. So we are interested in the study of the behaviour of nonoscillatory solutions of the general differential inequality \\
\[
 |z(t)|^{\lambda_0} \leq B \sum_{i=1}^{m} |z^{(i)}(t)|^{\lambda_i} \quad \text{for all } \ t > 0 
\]
where \( B, \lambda_0, \ldots, \lambda_m \) are arbitrary positive numbers. We associate to (15) a new set of exponents \( \mu_i \) defined as follows: \\
\[
 \frac{1}{\mu} = \frac{1}{\lambda_0} + \max_{i} \left( \frac{1}{\lambda_i} - \frac{1}{\lambda_0} \right) 
\]
(16) \\
\[
 \frac{1}{\mu_i} = \frac{1}{\lambda_0} + \frac{m-i}{m} \frac{1}{\lambda_0} \quad i = 0,1,\ldots,m. 
\]
(17) \\
Therefore \( \mu_m = \mu \subset \lambda_m, \mu_0 = \lambda_0 \), and \( \mu_i > 0 \). The exponent \( \mu \) is the greatest number such that the \( \mu_i \) defined by (17) satisfy
\( u_i < \lambda_i \quad \text{for} \quad i = 0,1,\ldots,m. \)

We also note that
\[ \lambda_i \lesssim u \quad \text{if and only if} \quad \lambda_i \leq \min \{ \lambda_1, \ldots, \lambda_m \}. \]

**Lemma 3.8.** Assume \( z \in C^m(\mathbb{R}_+) \cap L^{\infty}(\mathbb{R}_+) \), \( m > 1 \), \( z^{(m)} \) is a monotone function in \( \mathbb{R}_+ \) and \( z \) satisfy (15). Then
\[
\left| z(t) \right| \lesssim K \left| z^{(m)}(t) \right|^m u \quad \text{for all} \quad t \geq 0
\]
(18)

where \( u \) is given by (16) and the constant \( K \) depends only on \( m, \lambda_0, \lambda_1, \ldots, \lambda_m \), \( B \) and only on \( |z^{(m)}(0)| \). \( \lambda_i \) \( \frac{m-1}{m} \lambda_i \leq \lambda_i \) for \( i = 1, \ldots, m-1 \). Finally, \( \lambda_i \leq \mu \) then \( z \) has compact support \([0,a]\) and
\[
a \leq C |z^{(m)}(0)|^{1/(t-m)} \quad \text{and} \quad t = m/(u-\lambda_0)
\]
(19)

where \( C \) is a positive constant depending only on \( m, \lambda_0, \mu \) and \( K \).

**Proof.** The hypotheses imply that for \( 0 < i < m \), \( z^{(i)}(t) = 0 \) as \( t \to \infty \) and that \( z^{(i)}(t) \) is monotone and has compact support in \( \mathbb{R}_+ \). (If not, \( z \) would be unbounded. Therefore,
\[
\left| z^{(i)}(t) \right| = \| z^{(i)} \|_{L^m(t,\infty)}.
\]
Thus by \( L^m \) interpolation (for half-lines)
\[
\left| z^{(i)}(t) \right| \leq C |z^{(m)}(t)|^{i/m} |z(t)|^{m-1/m}.
\]
(20)

Since \( u_1 < \lambda_1 \), from (20)
\[
\left| z^{(i)}(t) \right| \lesssim K |z^{(i)}(0)|^{\lambda_i} \left| z^{(i)}(t) \right|^{\lambda_i-\lambda_1} |z^{(i)}(t)|^{\mu_1} \lesssim K_i |z^{(i)}(t)|^{\mu_1}
\]
(21)

where \( K_i \) depends only on \( m, i, \lambda_0, \lambda_1, \ldots, \lambda_m, |z^{(m)}(0)| \) and \( |z^{(0)}| \).

Moreover

\[
\left| z^{(i)}(t) \right| \lesssim C \left| z^{(m)}(t) \right|^m u_i \left| z(t) \right|^{m-1/m} u_1 \lesssim C \left( (1/\varepsilon)^{q_1} |z^{(m)}(t)|^m \varepsilon |z(t)|^{m-1/m} \right),
\]
(22)

where we have used Young’s inequality and the definition of \( u_i \), setting
\[
\frac{1}{q_i} = \frac{i}{m} \quad \mu_i, \quad \frac{1}{q_i} = \frac{m-1}{m} \quad \lambda_i.
\]

Inserting (22) and (21) in (15) and choosing \( \varepsilon \) small enough we obtain (18).

Note that setting \( t = 0 \) in (15) and (20) we obtain
\[
\left| z(0) \right|^{\lambda_0} \lesssim C \sum_{i=1}^m \left| z^{(m)}(0) \right|^m |z(0)|^{\lambda_i}
\]
which implies (e.g., by Young’s inequality) that \( |z(0)| \) can be bounded in terms of \( |z^{(m)}(0)| \) if \( \frac{m-1}{m} \lambda_i < \lambda_0 \) for \( i = 1, \ldots, m-1 \), in which case the constant \( K \) in (18) depends on \( |z^{(m)}(0)| \) but not on \( |z(0)| \).

Finally, from (20), (18),
\[
\left| z^{(m-1)}(t) \right| \lesssim C \left| z^{(m)}(t) \right|^{1-m} \left| z^{(m)}(t) \right|^{m-1/m} \left| z(t) \right|^{m-1/m}
\]
with \( \tau \) given in (19). Then, if \( \lambda_0 < \mu \), integrating this first order differential inequality (for \( z^{(m)}(t) \neq 0 \)) we obtain that \( z^{(m-1)} \) has compact support. The proof is completed by successive integrations between \( t \) and \( t \to \infty \).

**Remark 3.6.** The asymptotic behaviour of nonoscillatory solutions of general classes of higher order ordinary differential equations has been studied in Kiguradze [1] and Canturia [1]. The proof of Lemma 3.6 is due to Berline [3] (see also Berline [4] for additional results).}

The above treatment can also be applied to many other situations we shall mention in the following remarks.

**Remark 3.7.** By adapting Brezis-Brower’s result it is also possible to consider the case of nonhomogeneous Dirichlet data. The proof of Theorem 3.5 yields the following result: “Let \( \Omega \) be an unbounded open set of \( \mathbb{R}^n \).”
with compact boundary. Set

\[ h(s) = \sup_{|t| \leq 1} \Phi(t). \]

Let \( \phi \in W^{m,p}(\Omega) \) such that \( \Phi(\phi) \leq L^1(\Omega) \). Assume (2) and (3). Then there exists \( u \) such that \( u - \Phi \in W^{m,p}_0(\Omega), (u, f(u)) \leq L^1(\Omega), (1) \) holds on \( D(\Omega) \) and \( u \) has compact support. It is also possible to consider equations involving intermediate derivatives and variable coefficients such as

\[ \sum_{|\alpha| \leq m} (-1)^{|\alpha|} D^\alpha [a_\alpha(x)|D^\beta u|^{p-2} D^\beta u] + f(u) = g \]

(see Bernis [3]). A different proof of Theorem 3.5 in the above results is valid only for \( p = 2 \) was given in Bernis [2].

Remark 3.8. When \( f \) is assumed to be non-decreasing, the solutions of (1) realize the minimum of the functional

\[ \min_{W^{m,p}(\Omega)} \int_{\Omega} \frac{1}{p} |D^\beta u|^{p} \, dx + \int_{\Omega} F(u) \, dx - \int_{\Omega} f(u) \, dx \quad (F' = f) \]  

(note that, in this case, there is a unique solution of (1)). This is the situation if, for instance,

\[ f(r) = |r|^{q-1} r, \quad q > 0. \quad (F(r) = \frac{1}{q+1} |r|^{q+1}). \]  

The minimization problem (22) corresponding to the case \( q = 0 \), leads to the multivalued equation

\[ (-1)^m \sum_{|\alpha| = m} D^\alpha (|D^\beta u|^{p-2} D^\beta u) + \text{sign} u \geq g. \]  

Equation (24) appears in several different contexts and has been largely considered in the particular case of the one-dimensional semilinear fourth-order equation \( N = 1, p = 2, m = 4 \) (Berkovitz-Pollard [1], Redheffer [1], Hestenes-Redheffer [1], Bernis [1], [2] and Brunovsky-Mallet-Paret [1]), or in the same case but for spherically symmetric solutions in \( \mathbb{R}^N \) (Bidaut-Veron [1],[2]).

Remark 3.9. A careful review of the proof of lemmas 3.6. and 3.8, as well as of the proof of Theorem 3.5, shows that it is also possible to consider the case in which \(-1 < q < 0\). That is, there exists at least one \( u \in W^{m,p}(\Omega) \) minimizing the functional

\[ \min_{W^{m,p}(\Omega)} \int_{\Omega} \frac{1}{p} |D^\beta u|^{p} \, dx + \int_{\Omega} |D^\beta u|^{p} \, dx \]  

and with compact support in \( \mathbb{R}^N \), assumed \(-1 < q < 0\). (See Bernis [2] and [3]).

Remark 3.10. The above energy method also gives information on the behavior of the solution of (1), even if the assumption \( q < p - 1 \) does not hold (Bernis [4]).

3.3. BIBLIOGRAPHICAL NOTES

Section 3.1. The first author to introduce an energy method to study the existence of the free boundary \( P(u) \) was Antonev [1], [2], who applied a global energy method for a class of second order degenerate parabolic equations. Later, a local energy method was used by Diaz-Veron [21], [3] (the results given in Subsection 3.1a) to study general quasilinear elliptic equations such as (1), as well as its parabolic version. We mention that in Antonev [2] a second order elliptic equation is also considered, but its formulation is completely different from equation (1) and the energy function is also different from that given in (9).

Section 3.2. The existence of the free boundary \( P(u) \) for problems of order 4 and in dimension 1 was first established when proving the compactness of the support of the solution (see Berkovitz-Pollard [1], Redheffer [1], [2]), and Hestenes-Redheffer [1], Bernis [1], [2] and Brunovsky-Mallet-Paret [1]). The case of radially symmetric solutions was considered by Bidaut-Veron [1],[2].

The compactness of the support for nonlinear equations of arbitrary order in dimension \( N \) was first proved by Bernis [2], using an energy method. Further improvements to this method were given in Bernis [3], [4].
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exposition made here follows Bernis [3].

We remark that the results of this chapter also apply to the obstacle problem as well as to equations with a singular term such as, for instance, that studied in Section 2.3.

Energy methods have also been applied to elliptic-parabolic systems by Antonev [3].

4 The general theory for second order nonlinear elliptic equations: a particular overview

The main objective of this chapter is to review some existence, uniqueness, comparison and regularity results for a class of second order nonlinear elliptic equations which contains the quasilinear model equation of Chapter 1, as well as a large part of the variants considered in Chapters 2 and 3. The main aim of this survey is to complete the information on the problems considered in previous chapters and it is far from being an exhaustive survey of the theory of second order elliptic equations. Thus, results are sometimes discussed in relation to equations that we are already using, rather than in terms of their most general application.

Section 4.1 deals with the case in which the solutions are sought in an energy space associated, in a natural way, with the equation. We first collect some results in the spirit of the calculus of variations, giving later their general or abstract formulation, which leads to the consideration of monotone operators and their generalizations. Some regularity results are reviewed, emphasizing the $L^1$-estimates, of special interest in earlier chapters. This is also the case of some comparison results that are given here. We also comment briefly on some existence methods via the existence of super and subsolutions.

Finally, Section 4.2 is devoted to the case in which the right-hand term of the equation is not in the dual of the energy space. We first consider the case of semilinear equations in $L^1$ and other spaces, and follow with some abstract results which, formulated in terms of accretive operators, allow the consideration of quasilinear equations.
4.1. SOLUTIONS IN THE ENERGY SPACE

4.1a. Some first existence results via minimization of functionals

In this section we shall review some first existence results for the Dirichlet problem

\[ \text{div} A(x,u,\nabla u) + f(x,u) = g(x) \quad \text{in} \quad \Omega \]
\[ u = \mathbf{h} \quad \text{on} \quad \partial \Omega \]

(1)
(2)

The question of the existence of solutions of partial differential equations with prescribed values on the boundary of the region was the twentieth of the prophetic problems included by Hilbert in his famous list of the most important mathematical questions of his time. After Hilbert's selection in 1900, this subject has burst into flower throughout our century and has been the starting point of many new branches of Mathematics. Many deep answers to this question have been given by numerous authors by developing the Calculus of Variations and have also answered other related crucial problems in Hilbert's list: the twenty-third and the nineteenth. In this context, the main idea to solve (1),(2) is to understand the equation as the Euler-Lagrange equation associated with the minimization, in a set of admissible functions, of the integral

\[ J(u) = \int_{\Omega} F(x,u,\nabla u) \, dx \]

(3)

for some suitable function \( F \). Indeed, roughly speaking, if \( u \) belongs to a set \( \mathcal{X} \) of smooth enough functions defined on \( \Omega \), satisfying \( u = \mathbf{h} \) on \( \partial \Omega \), and if \( u \) minimizes \( J \) on \( \mathcal{X} \), then

\[ J(u) \leq J(u + t\varepsilon) \]

for all \( t \in \mathbb{R} \) and every \( \varepsilon \in \mathcal{X} \), i.e., \( \varepsilon = 0 \) on \( \partial \Omega \). So, the function \( \phi(t) = J(u + t\varepsilon) \) is such that \( \phi(0) < \phi(t) \) \( \forall t \in \mathbb{R} \), and \( \phi \) has a minimum at \( t = 0 \), whence \( \phi'(0) = 0 \) which, by differentiation, gives that the first variation of \( J \) at \( u \) vanishes, i.e.

\[ \int_{\Omega} \left( \sum_{i=1}^{N} \frac{\partial F}{\partial p_i} \frac{\partial u}{\partial x_i} + \frac{\partial F}{\partial u} \varepsilon \right) dx = 3J(u)(\varepsilon) = 0 \]

(4)

for every \( \varepsilon \in \mathcal{X} \). That is, the function \( u \) can be understood as a weak solution of the Euler-Lagrange equation

\[ \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \frac{\partial F}{\partial p_i}(x,u,\nabla u) \right) + \frac{\partial F}{\partial u}(x,u,\nabla u) = 0. \]

(5)

Before other remarks, we note that, obviously, equation (1) coincides with (5) if we set

\[ A(x,u,p) = \left( \frac{\partial F}{\partial p_1}(x,u,p), \ldots, \frac{\partial F}{\partial p_N}(x,u,p) \right) \]
\[ f(x,u) = \frac{\partial F}{\partial u}(x,u,p). \]

(6)
(7)

In this way, equation (1) is more general than (5) since the \( A \)'s for a variational problem would satisfy (6) and hence, if they are regular, must satisfy

\[ \frac{\partial}{\partial p_i} A_j(x,u,p) = \frac{\partial}{\partial p_j} A_i(x,u,p) \]

if \( A(x,u,p) = (A_i(x,u,p)), i = 1, \ldots, N \).

We have found weak solutions of (5) as stationary points of \( J \) (i.e., functions for which the first variation of \( J \) is zero) and then a natural question is to study which of these points are extremals of \( J \). If, for instance, \( J \) is of class \( C^2 \) and \( u \in \mathcal{C}^1(\Omega) \) minimizes \( J \) among all functions of class \( C^1 \) and with prescribed boundary value, then

\[ \frac{d^2}{dt^2} J(u + t\varepsilon) \bigg|_{t=0} \geq 0 \]

for all \( \varepsilon \in \mathcal{C}^1(\Omega) \). From here, it is easy to see that, for each \( x_0 \in \Omega \), \( u \) must satisfy

\[ \sum_{i,j=1}^{N} \frac{\partial^2 F}{\partial p_i \partial p_j}(x_0,u(x_0),\nabla u(x_0)) \xi_i \xi_j \geq 0 \quad \forall \xi \in \{\xi_1, \ldots, \xi_N\} \in \mathbb{R}^N. \]

(8)

If (8) is satisfied with the strict inequality, the functional \( J \) is called regular elliptic. This is equivalent to the convexity of \( F(x,u,p) \) with respect to \( p \) as well as to the strong ellipticity of Euler-Lagrange equations.
equation (5) (see Morrey [1]). However, this condition is not sufficient, in general, to assure that a stationary point \( u \) is a minimum point (the answer is positive if \( F \) does not depend on \( u \)).

The existence of a minimum point for \( J \) can be proved by using the so-called direct methods in the Calculus of Variations. Roughly speaking, the main idea is to show that:

i) the integrand to be minimized is bounded from below (in the class of admissible functions), so that the infimum and, therefore, a minimizing sequence exists;

ii) the functional \( J(u) \) is lower-semicontinuous (l.s.c) with respect to a suitable notion of convergence in the class of admissible functions;

iii) a minimizing sequence converges with respect to an admissible function \( u \).

Perhaps the simplest statement in this context is the Weierstrass theorem, which asserts that if \( X \) is a separable topological space, \( J:X \to [\omega,\omega] \) is an (l.s.c) functional, \( J \not\equiv \omega \), and if \( X \) is a compact subset of \( X \), then there exists a minimum point for \( J \) in \( X \). In any case, direct methods were also used by Riemann, Hilbert, Lebesgue and, especially, Tonelli. In the works of these authors, a crucial point was to introduce the adequate notion of convergence in the class of admissible functions. Tonelli was able to deal only with integral functions of the type

\[
F(x,u,\xi) \geq C|\xi|^p - \psi(x), \quad p > 1, \quad C > 0, \quad \psi \in L^1(\Omega) \tag{9}
\]

in the particular case of \( N = 2 \) by working in the class of absolutely continuous functions with the uniform convergence. Later, around 1930, Morrey completed this program by using some function classes of the type of the Sobolev spaces \( W^{1,p}(\Omega) \) and proving, in particular, existence results such as the following:

Theorem 4.1. Let \( \Omega \) be an open bounded set with smooth boundary. Suppose that

i) \( F(x,u,\xi) \) is measurable in \( x \) for all \((u,\xi)\), continuous in \( u \) and \( \xi \) for a.e. \( x \) and convex in \( \xi \) for a.e. \( x \) and all \( u \).

ii) \( F \) is coercive in the sense that, for instance, \( F \) satisfies (9).

Finally, let \( K \) be a class of functions \( u \in W^{1,p}(\Omega) \) which is closed with respect to the weak convergence in \( W^{1,p}(\Omega) \) and in which the greatest lower bound of \( J(u) \) is finite. Then \( J(u) \) takes on its minimum in \( K \).

The proof of the above theorem is based in the lower-semicontinuity with respect to the weak convergence in \( W^{1,p}(\Omega) \) of \( J \), which is derived from hypotheses i) and ii). Today, the literature on the lower-semicontinuity of functionals like \( J \) is very broad. For instance, it was proved in Ball [1] and Marcellini-Sbordone [1] that the convexity of \( F(\cdot,u,\cdot) \) is a necessary condition for \( J \) to be l.s.c. (A general exposition is made, e.g., in Giaquinta [1]).

Rather than giving here a detailed proof of Theorem 1.1, we shall present a particular result, of the same nature, but including some other situations which have appeared in previous Chapters: the case of \( \Omega \) unbounded and the case in which \( F(x,u,\xi) \), for \((x,\xi)\), is fixed, is neither differentiable nor convex in \( u \). As a model of the equation (1) we shall consider the particular equation

\[
-\Delta_p u + f(x,u) = g(x) \quad \text{on} \quad \Omega, \tag{10}
\]

where \( p > 1 \), \( \Delta_p \) is the pseudo-Laplacian operator defined in the Introduction, and \( \Omega \) is an open set of \( \mathbb{R}^N \) not necessarily bounded. About the term \( f(x,u) \) we shall assume that its primitive function

\[
j(x,u) = \int_0^u f(x,r)dr
\]

is such that

\[
j: \Omega \times \mathbb{R} \to [0,\omega] \quad \text{is measurable in} \ x \ \text{and l.s.c on} \ u \ \text{and} \ \exists \ q > 1 \ \text{and} \ C_1 > 0 \ \text{such that} \ C_1|u|^{q+1} < j(x,u) \ \text{a.e.} \ x \ \text{and} \ \forall u \in \mathbb{R}. \tag{11}
\]

So, we are interested in minimizing the functional

\[
J(u) = \frac{1}{p} \int_\Omega |\nabla u|^p dx + \int_\Omega j(x,u(x))dx - \int_\Omega g(x)u \ dx. \tag{12}
\]
In order to study the Dirichlet problem \((10),(2)\), the set of admissible functions on which \( J \) will be minimized depends on the boundedness or unboundedness of \( \Omega \), as well as on the values of \( p \) and \( q \). For instance, when \( \Omega \) is bounded, a choice of such a set including the boundary condition (2) is

\[
X = \{ u \in L^1(\Omega) : (u - h) \in W_0^{1,p}(\Omega) \text{ and } j(x,u) \in L^1(\Omega) \}.
\]

This choice determines some natural assumptions on \( g \) and \( h \) in order to apply the direct methods. So, we will assume

\[
g = g_0 + \sum_{i=1}^{N} \frac{3 \partial j}{\partial x_i} a_i \quad ; \quad g_0, g_i \in L^p(\Omega).
\]

That is, \( g \in W^{-1,p'}(\Omega) \), the dual of \( W_0^{1,p}(\Omega) \). To ensure that \( J \) is finite on \( X \), it is enough to assume

\[
h \in W^{1,p}(\Omega) \quad ; \quad j(\cdot, h(\cdot)) \in L^1(\Omega).
\]

The case of \( \Omega \) unbounded is somewhat different because the condition \((u - h) \in L^p(\Omega)\) is too restrictive. Nevertheless, if \( 0 < q < p - 1 \) then conditions \( j(\cdot, u(\cdot)) \in L^1(\Omega) \) and \((11)\) with \( C_1 > 0 \) show that \( u \in L^{q+1}(\Omega) \) and we can still work with the topology of \( W_0^{1,p}(\Omega) \) because this space coincides with \( W_0^{1,p}(\Omega) \cap L^{q+1}(\Omega) \) and both topologies are equivalent. We shall refer later to the case \( q > (p - 1) \).

**Theorem 4.2.** (a) Assume \( \Omega \) bounded, \( p > 1 \), \((11),(13)\) and \((14)\). Then there exists at least \( u \in X \) minimizing \( J \) on \( X \). (b) For \( \Omega \) unbounded, the same conclusion is true if, in addition, \( C_1 > 0 \), \( q < p - 1 \) and \( h \) has compact support.

**Proof.** We shall only prove part a). Slight modifications allow us to conclude part b). Let \( M \) be the infimum of \( J \) in \( X \) and \((u_n) \) a minimizing sequence. Then, by the assumptions on \( q \) and \( g \), \( \int_{\Omega} |w_n|^p dx \) is bounded and so, there is some constant \( C \) independent of \( n \) such that

\[
\int_{\Omega} |w_n|^p dx \leq C, \quad \int_{\Omega} j(x,u_n(x)) dx \leq C \quad \text{and} \quad \int_{\Omega} |u_n^{q+1}| dx \leq C.
\]

Therefore, \( v_n = u_n - h \).
the minimum of $J$ must be looked for in $V^1, q^{1, p}(\Omega)$. Again, the boundary condition holds by asking $(u - h) \in V^1, q^{1, p}(\Omega)$, where $V^1, q^{1, p}(\Omega)$ is the closure of $C_0^\infty(\Omega)$ in $V^1, q^{1, p}(\Omega)$. The existence result in such a space is an easy modification of the above proof.

A careful revision of the above proof shows that much more general statements are possible. For instance, concerning the general formulation in equation (1), if we assume $A$ independent of $u$ and such that

$$
\frac{\partial A(\xi)}{\partial x_i} \cdot \xi \geq C_1 |\xi|^p - \psi(x), \quad p > 1, \quad C_1 > 0, \quad \psi \in L^1(\Omega),
$$

(17)

and $f(x, u)$ such that its primitive in $u$, $j(x, u)$, satisfies (11), then we can find $u \in W^{1, p}(\Omega)$ minimizing the functional $J$ given by (3) for the choice

$$
F(x, u, \xi) = F_0(x, \xi) + j(x, u) - g_0(x)u - g_1(x)\xi_i
$$

(18)

where $F_0$ is some function which is assumed to exist, such that

$$
A(x, \xi) = \frac{2F_0(x, \xi)}{\partial p_1} \ldots \frac{2F_0(x, \xi)}{\partial p_N}.
$$

(19)

We also assume $\Omega$ bounded or $q < p - 1$, applying, otherwise, the considerations made in Remark 4.1. Nevertheless, in some important cases, the coercivity assumption (17) is not satisfied. This happens for the equation of (non parametric) surfaces with prescribed mean curvature

$$
- \sum_{i=1}^N \frac{3}{\partial x_i} \frac{u_x}{\sqrt{1 + |u|^2}} + f(x, u) = 0.
$$

(20)

This is also the case of many other equations; for instance, for the equation

$$
- \text{div} \left( \frac{\ln(1 + |u|^2)}{|u|^2} \right) - f(x, u) = 0
$$

in which the corresponding $F_0$ satisfying (19) is given by $F_0(\xi) = \xi \ln(1 + \xi)$. More generally, if we assume that there exists a convex function $a(t)$, for $t \in \mathbb{R}^+$, such that

$$
\frac{a(|\xi|)}{|\xi|} + 0 \quad \text{if} \quad \xi \to 0, \quad \xi \in \mathbb{R}^N
$$

(21)

and

$$
\sum_{i=1}^N A_i(x, u, \xi)_i \geq a(|\xi|),
$$

(22)

then the direct methods can be applied on the Orlicz-Sobolev spaces $W^{1, a}(\Omega)$ instead of on the space $W^{1, p}(\Omega)$. To introduce such an approach, assume that in (22) we have equality. In this case, equation (1) is the Euler-Lagrange equation of the minimum of $J$ given by

$$
J(u) = \int_0^1 \int_\Omega \frac{a(s)}{s} |u_x|^s \, ds + \int_0^1 f(x, t) dt - \int_\Omega g(x) u \, dx,
$$

(23)

that is, (1) takes the form

$$
- \text{div} \left( \frac{a(|u_x|)}{|u_x|^2} u_x \right) + f(x, u) = g(x),
$$

(24)

which coincides with equation (10) for the particular choice $a(t) = t^p$. We shall not give here the existence theorem (similar to Theorems 4.1 and 4.2) on such spaces; however, to point out in which way such a result would be adapted to the new setting, we recall the main definitions: The Orlicz-space $L^a(\Omega)$ is defined as follows:

$$
L^a(\Omega) = \{ f : \Omega \to \mathbb{R} \text{ measurable; } \exists \lambda \text{ such that } \int_\Omega a(\frac{|f(x)|}{\lambda}) dx < \infty \}
$$

$L^a(\Omega)$ is a Banach space with the norm

$$
\| f \| = \inf \{ \lambda > 0 : \int_\Omega a(\frac{|f(x)|}{\lambda}) \, dx < 1 \}.
$$

Finally, the Orlicz-Sobolev space $W^{1, a}(\Omega)$ is defined by

$$
W^{1, a}(\Omega) = \{ u \in L^a(\Omega) : \frac{\partial u}{\partial x_i} \in L^a(\Omega) \text{ for every } i = 1, \ldots, N \}
$$

with its natural norm. Note that if $a(t) = t^p$ then $W^{1, a} = W^{1, p}$, the usual Sobolev space. Existence results in Orlicz-Sobolev spaces are due
to many authors such as Vishik, Donaldson, Gossez, Gossez-Hess, Fougeres, Vaudene etc. (see e.g. Gossez [1] and its bibliography). An alternative to avoid the use of such spaces when assumption (17) fails can be found, for instance, in Attouch-Damlamian [1], but many others authors have also considered non-coercive problems (see Biajocchi et al. [1]). Note that in Remark 1.2 equation (22) is formulated in other different way. 

Remark 4.3. There are still other directions in which theorems 4.1 and 4.2 can be generalized. On the one hand, with slight changes in the proof it can be applied to higher order problems, working in the Sobolev spaces $W^{2,p}(\Omega)$ (see e.g Giakovita [1]and Bernis [2]). On the other hand, assumption (11) is often only needed in a neighborhood of the origin. This is the case of equation (10) with $f$ satisfying (11) for some $q > 0$. (See Benilan-Brezis-Crandall [1] and Bidaud-Veron [1]).

Now we return to the problem of solving the boundary value problem (1), (2). As we have pointed out, for the special convex set $K = K_{h}$, any stationary point on $K$ of the functional $J$ given by (3), (6) and (7) is a weak solution of (1) assumed $J$ to be of class $C^{1}$. Nevertheless this last condition is quite strong, and it is enough to let $J$ be differentiable in $W^{1,p}(\Omega)$. Any case, it is clear that some control on the growth of the functions $F_{u}(x,u,\xi)$ and $F_{p_{1}}(x,u,\xi)$ is needed in order to give a meaning to the integrals which appear in formula (4).

It is not difficult to show that if $u$ is a stationary point of $J$, $u \in K \subset W^{1,p}(\Omega)$, and $K$ satisfies that

$$u + t v \in K \text{ for every } v \in C^{0}_{c}(\Omega) \text{ and } t \in [-1,1],$$

then some sufficient conditions assuring the differentiability of $J$ in $W^{1,p}(\Omega)$ are the following.

$$|F_{u}(x,u,\xi)| \leq u|\psi_{1}(x) + |u|^{q} + |\xi|^{q^{2}/1},$$

$$|F_{p_{1}}(x,u,\xi)| \leq u|\psi_{2}(x) + |u|^{p/p-1} + |\xi|^{p-1}|$$

if $1 < p < N$, and

$$\{26b\}$$

$$if \quad p > N, \text{ where } q + 1 = \frac{pn}{N-p}, \text{ and } q \text{ is an arbitrary number if } p = N.$$ Here, the functions $\psi_{1}, \psi_{2}$ and $\psi_{3}$ belong to the space $L^{(q+1)/q}(\Omega), L^{p/p-1}(\Omega)$ and $L^{1}(\Omega)$ respectively and $u$ is a positive constant or some continuous non-negative function respectively. Moreover, under these assumptions (4) holds for every $\zeta \in W^{1,p}_{b}(\Omega)$. (See Ladyzhenskaya-Ural'tseva [1]).

In many important applications, the class of functions $K$ where the minimum point of $J$ is found does not satisfy (25) and it is assumed to be merely a closed convex set. A special example of this class of problems, called generally Variational Inequalities, is the obstacle problem considered in Section 2.2, which corresponds to the choice

$$K = \{ v \in W^{1,p}(\Omega) : v = h \text{ on } \partial \Omega, v \geq \psi \text{ on } \Omega \}$$

for some given function $\psi$. (Many other examples can be found, for instance, in the books, Biajocchi-Capelo [1], Bensoussan-Lions [1], Lions [1], Elliott-Ockendon [1], Friedman [3] and Kinderlehrer-Stampacchia [2].) Now we only have that

$$J(u) \leq J(u + t(v-u))$$

for all $t \in [0,1]$ and $v \in K$. Assumed (26), this is equivalent to saying that $u$ satisfies

$$\begin{align*}
\sum_{i=1}^{N} \frac{2F_{u}}{\partial u}(x,u,v_{u}) \Delta(x,v_{u}) + \frac{2F_{p_{1}}}{\partial u}(x,u,v_{u})(v-u) dx &= 0 \quad \forall v \in K. \quad (27)
\end{align*}$$

Nevertheless, in some situations the integrand $F(x,u,\xi)$ is not differentiable and another characterization of $u$ is needed. For instance, this is the case of the functional $J$ given by (12) when $q \in (-1,0)$. In that case, it is easy to see that any minimum point $u$ of $J$ on a convex set
When we study the abstract problem (30), (31) we can also obtain existence results for the Dirichlet problem (1), (2) and even without the symmetry restriction assumed in subsection 4.1a. There exists a long bibliography about this type of problems. The abstract operator is usually assumed to satisfy some kind of monotonicity condition that already appears derived from the convexity of the functional $F$ in (3), when (1) is the associated Euler-Lagrange equation.

Definition 4.1. Let $V$ be a Banach space of dual $V'$, an operator $A : V \rightarrow V'$ is called monotone if

$$<Au - Av, u - v>_{V'} > 0$$

for every $u, v \in V$. It is easy to see that the operator given by (29) is a monotone operator on the space $V = W^{1, p} (\Omega)$ if, for instance, $A_i = A_i (x, \xi)$, i.e., independent of $u$, and

$$\sum_{i=1}^{N} (A_i (x, \xi) - A_i (x, \xi_i)) (\xi_i - \xi) > 0$$

a.e. $x \in \Omega$, for every $\xi_i, \xi \in \mathbb{R}^N$. In order to study more general situations, several classes of operators for which (30), (31) can be solved have been introduced by different authors, namely Leray-Lions, Browder and Brezis (see, e.g., the exposition by J.L. Lions [1] and its bibliography). Among these classes of operators, known as "operators of the Calculus of Variations", "semi-monotones", "of type $M$" and "pseudo-monotones", the last, introduced by Brezis [1], seems to be the most useful. Its exact definition abstracts the main properties required by $A$ in order to solve the abstract equation (30).

Definition 4.2. An operator $A : V \rightarrow V'$ is called pseudo-monotone if for every $u_j$ such that $u_j \rightharpoonup u$ in $V$ weakly and $\lim \sup \langle Au_j, u - v \rangle < 0$ then $\lim \inf \langle Au_j, u_j - v \rangle > \langle Au, u - v \rangle$ for every $v \in V$. Important examples of such pseudo-monotone operators are provided by the bounded, hemicontinuous monotone operators and, more in general, by the operators of the Calculus of Variations (see J.L. Lions [1] and, for the case
of unbounded domains, Browder [2])}. In particular, the operator $A$ given in (29) is an operator of the Calculus of Variations (and, thus, pseudomonotone) assuming $\Omega$ bounded $V = X = W_{0}^{1,p}(\Omega)$, (32) and
\[
\sum_{i=1}^{N} (A_i(x,u,\xi) - A_i(x,\xi,\xi))\xi_i - \xi_i > 0
\]
(32)

In fact, it turns out that assumption (32) is a necessary condition for the operator $A$ to be pseudomonotone (Boccardo-Dacorogna [1]).

The following existence result is due to Brezis-Browder [2].

Theorem 4.3 Let $\Omega$ be an arbitrary open subset of $\mathbb{R}^n$. Let $f(x,u) : \Omega \rightarrow \mathbb{R}$ be a Caratheodory function (i.e. measurable on $x$ and continuous on $u$) such that
\[
\forall s > 0 , \sup_{|u| \leq s} |f(x,u)| < \phi_s(x) \in L^1(\Omega)
\]
(33)

\[
f(x,u)u \geq 0 \ a.e. \ x \in \Omega \ \text{and} \ \forall u \in \mathbb{R}
\]
(34)

Let $A : W_{0}^{1,p}(\Omega) \rightarrow W^{-1,p'}(\Omega)$ be a pseudomonotone operator which maps bounded sets into bounded sets and which is coercive in the sense that
\[
\lim_{\|u\|_{m,p} \rightarrow \infty} \frac{<Au,u>}{\|u\|_{m,p}} = +\infty
\]
(35)

Then, for every $g \in W^{-1,p'}(\Omega)$ there exists a $u \in W_{0}^{1,p}(\Omega)$ such that $f(x,u)u \in L^1(\Omega)$ and
\[
< Au, v > + \int_{\Omega} f(x,u)v \, dx = < g, v >
\]
(36)

for every $v \in W_{0}^{1,p}(\Omega) \cap L^\infty(\Omega)$ and $v = u_{\chi}$.

A sufficient condition in order that (35) holds for the particular $A$ given in (29) is
\[
\sum_{i=1}^{N} A_i(x,u,\xi)\xi_i > C |\xi|^p - |\psi(x)|, \ \psi \in L^1(\Omega), \ C > 0
\]
(38)

(compare this with (9)).

There is also an abstract formulation of variational inequalities such as for instance, (27) in terms of
\[
< Au + f(x,u) - g, v-u >_{\Omega} \geq 0 \ \ \forall v \in X
\]
(39)

\[
u \in X
\]
(40)

where $A$ is a pseudomonotone operator and $X$ is a closed convex set of $V$ (Brezis [1]). For the special case of $A$ given by (29), $f$ satisfying (33) and (34), and $X = W_{0}^{1,p}(\Omega) \cap L^\infty(\Omega)$, an existence result was given in Boccardo-Giacchetti [1] (see also their references).

With respect to variational inequalities with non-differentiable terms, as (28), we also remark that again the second order differential operator may be substituted by another more general generating a pseudo-monotone operator in $V = W_{0}^{1,p}(\Omega), \ m \geq 1$ (see J.L. Lions [1] and Bidaud-Veron [2]).

An important question associated with the above variational inequalities is to try to find an equation, and not only an inequation, characterizing the solution. To undertake this question we shall restrict ourselves to the inequation (28) and, as a first step, we reformulate it in the following way
\[
\int_{\Omega} |vu|^p - 2vu \cdot \phi(x-u) \, dx + J_h(v-h)-J_h(u-h) \geq g \cdot v-u \ \ \forall v \in W_{0}^{1,p}(\Omega) + \mathcal{h},
\]
(41)

\[
u - h \in W_{0}^{1,p}(\Omega),
\]
(42)

where the functional $J_h$ is defined by
\[
J_h(v) = J_0(v+h), \quad J_0(v) = \begin{cases} \int_{\Omega} f(x,v) \, dx & \text{if } j(x,v) \in L^1(\Omega) \\ +\infty & \text{otherwise} \end{cases}
\]
(43)

We note that $J_0$ is a convex, l.s.c. functional on $L^p(\Omega)$ (Brezis [4]) and so the restriction of $J_0$ on $W_{0}^{1,p}(\Omega)$ has the same properties. The second step in this program is to recall the notion of subdifferential of a convex l.s.c. functional on a Banach space. This leads to the con-
sideration of eventually multivalued operators, and we shall take advantage of this opportunity to present some abstract results of interest in existence theory.

Definition 4.3. Let \( V \) be a Banach space of dual \( V' \) and let \( J \) be a convex, l.s.c. function of \( V \) on \([-\infty, +\infty] \). We call subdifferential of \( J \) the (eventually multivalued) operator \( \partial J : D(\partial J) \rightarrow P(V') \) given by

\[
\partial J(u) = \{ w \in V' : J(v) - J(u) \geq \langle w, v-u \rangle , \forall v \in V \},
\]

where

\[
D(\partial J) = \{ u \in V : \partial J(u) \neq \emptyset \}, (\emptyset \equiv \text{the empty set}).
\]

It is not difficult to see (e.g. Barbu [1]) that the set \( \partial J(u) \) is in fact single-valued when \( J \) is Gateaux-differentiable at \( u \). However, there are frequent examples in which \( \partial J \) is a multivalued operator. For instance, this is the case of \( V = \mathbb{R} \) and \( J = j \), as in the following two examples:

Example 4.1. Let \( j \) be given by

\[
j(r) = 0 \quad \text{if} \quad r < 0, \quad j(r) = r \quad \text{if} \quad r > 0.
\]

Then

\[
\partial j(r) = \{ 0 \} \quad \text{if} \quad r < 0, \quad \partial j(0) = \{ 0,1 \} \quad \text{and} \quad \partial j(r) = \{ 1 \} \quad \text{if} \quad r > 0.
\]

Example 4.2. Let \( j : \mathbb{R} \rightarrow (-\infty, +\infty] \) be given by

\[
j(r) = +\infty \quad \text{if} \quad r < 0, \quad j(r) = 0 \quad \text{if} \quad r > 0.
\]

Then

\[
\partial j(r) = \emptyset \quad \text{(the empty set)} \quad \text{if} \quad r < 0, \partial j(0) = (-\infty, 0] \quad \text{and} \quad \partial j(r) = \{ 0 \} \quad \text{if} \quad r > 0.
\]

As in the Gateaux-differentiable case, the operator \( \partial J \) has some kind of monotonicity property derived from the convexity of \( J \). To explain this we need to extend the notion of monotone operator given in Definition

4.1. to the class of eventually multivalued operators.

Definition 4.4. Let \( V \) be a Banach space of dual \( V' \). An operator \( A : D(A) \subseteq V \rightarrow P(V') \) is called monotone if

\[
\langle v-v', u-u' \rangle \geq 0 \quad \text{for every} \quad u, v \in D(A), v \in Au \quad \text{and} \quad v' \in A\hat{u}.
\]

If, in addition, there is no monotone operator \( B \) on \( V \) such that \( A \subset B \) in the sense of graphs, then \( A \) is called maximal monotone on \( V \) (or, sometimes, maximal monotone graph of \( V \times V' \)).

It turns out that any subdifferential operator is a maximal monotone operator. On the other hand, introducing the duality map \( J : V \rightarrow P(V') \) given by

\[
J(u) = \{ v \in V' : \| v \| = \| u \| \}, \quad \text{or equivalently} \quad J(u) = \frac{1}{2} \| u \| ^2,
\]

then, at least for reflexive Banach spaces \( V \), it is possible to characterize the maximal monotone operators by means of all the monotone operators satisfying the range condition

\[
R(J + \lambda A) = V', \quad \text{for every} \quad \lambda > 0. \tag{44}
\]

Note that if \( V = \mathbb{H} \) is an Hilbert space, then \( J \) is the identity and (44) becomes \( R(I + \lambda A) = \mathbb{H} \). We shall go back to other range conditions in Section 4.2. (Concerning the theory of maximal monotone operators, we refer to the books Brezis [6] Browder [1] and Pascali-Sburlan [1]).

The special class of maximal monotone operators on \( V = \mathbb{R} \) (or maximal monotone graphs of \( \mathbb{R}^2 \), m.m.g. in an abbreviated way) turns out to be very useful in the treatment of nonlinear PDE's with discontinuous nonlinearities, as well as for Variational inequalities. It can be easily shown that any m.m.g. \( B \) of \( \mathbb{R}^2 \) is the subdifferential of some convex l.s.c. function \( j : \mathbb{R} \rightarrow (-\infty, +\infty] \), \( j \notin +\infty \), and, in fact, the following characterization holds:

Proposition 4.4. Let \( B \) be a graph of \( \mathbb{R}^2 \). Then: \( B \) is a m.m.g. if and only if there exists a nondecreasing real function \( d \) such that

\[
B(r) = [b(r-), b(r+)] \quad \text{if} \quad -\infty < b(r-) < b(r+) < +\infty
\]

\[
B(r) = (-\infty, b(r+)] \quad \text{if} \quad -\infty = b(r-) < b(r+) < +\infty
\]

and
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Given a maximal monotone operator $A$ on a Banach space $V$, sometimes it is useful to assign to $A$ some single valued operators (called sections of $A$). When $V$ is reflexive the most important section is the so-called principal section of $A$, which is denoted by $A^*$ and is obtained in the following way: $A^*u$ is an element of the set $Au$ of minimum norm (such a minimum element always exists because $Au$ is a closed convex set, see Barbu [1]). In the particular case of $A$ being a maximal monotone graph of $R^2$, there are still other sections (i.e. real eventually discontinuous functions) of some interest:

$$\beta^+(r) = \{ s_+ \in \beta(r) : s_+ < s \} \quad \text{for every } s \in \beta(r)$$
$$\beta^+(r) = \{ s_+ \in \beta(r) : s < s_+ \} \quad \text{for every } s \in \beta(r)$$

To be more clear on this point, we remark that if we use the notation $\beta = A\beta$ in Example 4.1, then $\beta^+(r) = \beta^-(r) = \beta(r) = \{0\}$ if $r < 0$, $\beta^+(r) = \beta^-(r) = \beta(r) = \{1\}$ if $r > 0$ but $\beta^-(0) = \beta^+(0) = \{0\}$ and $\beta^+(0) = \{1\}$.

Now we return to the question of characterizing the solution of the Variational Inequality (41),(42). If, for the sake of simplicity, we assume $h = 0$, then, using the notion of subdifferential and choosing $V = W^{1,p}(\Omega)$, expression (41) is equivalent to

$$-\Delta_p u + \partial_s \leq 0 \quad \text{in} \quad V' = W^{-1,p'}(\Omega).$$

Thus, (45) leads to the study of $\partial_s \leq 0$ as an operator from $W^{1,p}(\Omega)$ into $W^{-1,p'}(\Omega)$. For different reasons (regularity results, study of the associated Cauchy problem and so on), it is very important to know how regular any element of $\partial_s \leq 0$ is, and, in particular, if they are functions and not only distributions of $V'$ when $g \in W^{1,p}(\Omega)$. The study of such operators is due to Brezis [4] when $J$ is independent on $x$ and $\Omega$ is bounded, Grun-Rehme [1] when $\Omega$ is bounded, and more generally, to Bidaut-Veron [2],[3] who also considers the case $h \neq 0$ where $\partial_s \leq 0$ needs to be replaced in (38) by $\partial_s (w-h)$ and $\Omega$ unbounded. These works also deal with the $m$-order space $W^{m,p}(\Omega)$. The following result collects a particular version of the above mentioned results.

**Theorem 4.5.** Let $\Omega$ be an arbitrary open subset of $\mathbb{R}^N$. Let $\beta$ be a maximal monotone graph of $\mathbb{R}^2$, $\beta = A\beta$, satisfying $\beta(0) = \{0\}$, and $D(\beta) = \mathbb{R}$.

If $\Omega$ is unbounded, we also assume

$$|\beta'(r)| \geq k |r|^{p-1}, \quad \forall r \in [-R,R]$$

for some $\alpha > 0$, $R > 0$ and $k > 0$, (47) $\leq \text{for every} g \in W^{-1,p'}(\Omega)$ there exists $u \in W^{1,p}(\Omega)$ and $w \in L^1_{\text{loc}}(\Omega) \cap W^{-1,p'}(\Omega)$ such that

$$w(x) \in \beta(u(x)) \quad \text{a.e.} \quad x \in \Omega$$

Thus, (45) leads to the solution of

$$-\Delta_p u + \partial_s \leq 0 \quad \text{in} \quad V' = W^{-1,p'}(\Omega).$$

**Remark 4.4.** Condition (46) is necessary in order to assure that any element $T$ of $\partial_s u$ (the given by (43)) is in a fact a function $T \in L^1_{\text{loc}}(\Omega)$ with $T \in A(u)$ a.e. on $\Omega$. When (46) does not hold, it is known (see the mentioned references) that $T$ is a measure of Lebesgue decomposition $T = \gamma + S$, where $\gamma \in L^1_{\text{loc}}(\Omega)$ and $S$ is a nontrivial singular measure. The characterization of $\partial_s u$, when $J$ is associated with the obstacle problem $(u \geq \phi$ on $\Omega)$ can also be found in Bidaut-Veron [3]. Theorem 1.4 also holds for more general quasilinear operators as, for instance, the given by (29), and even for $m$th order quasilinear operators (Bidaut-Veron [2],[3]). We remark that when $g \in L^p(\Omega)$ it is proved (see also section 4.2) that $w \in L^p(\Omega)$ and then $\Delta_p v \in L^p(\Omega)$.

For a general diffusion operator, such as the one given in (29), there is another point of view, in order to characterize the solution of the
Variational inequality (41). It is, essentially, a Hilbertian method due to Brezis [3] and Altouch-Danilaman [1]. For the sake of simplicity, let us assume \( \Omega \) bounded and \( h = 0 \). The main idea is to take \( g \in L^2(\Omega) \) and to write (41) as

\[
\int_\Omega g(u - v)dx + \varphi(v) - \varphi(u) = 0 \quad \forall v \in D(\varphi),
\]

where \( \varphi \) is the convex, l.s.c. functional, from \( L^2(\Omega) \) into \( (-\infty, +\infty) \), defined by

\[
\varphi(u) = \begin{cases} 
\frac{1}{p} \int_\Omega |u|^pdx + \int_\Omega j(x, u)dx, & \text{if } u \in W^{1,p}(\Omega) \text{ and } j(x, u) \in L^p(\Omega), \\
+\infty, & \text{otherwise}.
\end{cases}
\]

\[
D(\varphi) = \{ u \in L^2(\Omega) : \varphi(u) < +\infty \}.
\]

Then, assuming that \( j \) is a normal convex integrand, it turns out that \( \varphi \) is convex, l.s.c. on \( L^2(\Omega) \) and so (49) is equivalent to the equation

\[
g \in \partial \varphi(u).
\]

As remarked before, this approach replaces the dual of the energy space (Orlicz-Sobolev spaces, for general quasilinear equations) by the space \( L^2(\Omega) \). We note that the above theorems in this subsection give some surjectivity results for the operator \( \varphi \). Again, the hard problem is to characterize the operator \( \varphi \) and, more precisely, its effective domain \( D(\varphi) \). Such questions are related to the regularity of the solutions of (45). The answers for our particular formulation, coincide essentially with Theorem 4.5, but it is important to point out that general quasilinear operators such as the one given in (29) can also be treated without coercivity assumptions of the type of (17).

To end this subsection we shall give some remarks about the variational approach to some other problems considered in the above Chapters.

**Remark 4.5.** Problem (30), (31) includes in a obvious way the case in which the operator \( A \) is given through a general second order elliptic operator \( L \) as the considered in Theorem 1.13. Again the coercivity assumption (35) is assured by the (uniform) ellipticity of \( L \) (see (38) or (66) of Section 1.1). Existence results for degenerate elliptic linear operators can be obtained easily if the term \( f(\cdot, u) \) is coercive (e.g., \( R(f(\cdot, u)) = R \) (see Murthy-Stampanchich [1]) and Alvino-Trombetti [1]).

**Remark 4.6.** We point out that, in some cases, the existence of solutions for the Hamilton-Jacobi-Bellman problem (see subsection 2.4b) can be obtained through a suitable variational inequality. (See Brezis-Evans[1]).

**Remark 4.7.** The variational approach can be also applied to derive existence theorems for other boundary conditions like the considered in Section 2.5. (See e.g. Ladyzhenskaya-Ural'tseva [1], J.L.Lions [1], Brezis [5] and Amann [2]).

4.1c. **On the regularity of solutions. \( L^p \)-estimates**

The question of the regularity of the solution of quasilinear equations is one of the more studied problems in the theory of P.D.E. After the pioneering results by Bernstein in 1904 giving a partial answer to the nineteenth problem of Hilbert, many important results and methods have been developed by many authors; Hopf, Morrey, Agmon, Douglas, Hirenberg, De Giorgi, Bombieri, Moser,Stampacchia, Ladyzhenskaya, Ural'tseva, Trudinger... etc. Obviously, in this subsection we shall not make an exposition of all those results, for which the reader can see the books by Morrey[1], Ladyzhenskaya-Ural'tseva [1], Stampacchia [2], Gilbarg-Trudinger[1], Friedman[3], Giaquinta [1] etc. We shall only review here some of those regularity results, more or less in connection with the study of the formation and properties of the free boundary \( F(u) \) made in previous chapters.

We shall start with the \( L^p \)-regularity. For the sake of simplicity in the exposition we shall only consider weak solutions \( u \in W^{1,p}(\Omega) \) with \( f(u) \in L^p(\Omega) \) of the equation

\[
-\Delta u + f(u) = g.
\]
Here the equation is satisfied in the sense that \( \forall \xi \in H^1_0(\Omega) \) we have
\[
\int_{\Omega} \left( |\nabla u|^p - 2 \nabla u \cdot \nabla \xi + f(u) \xi \right) dx = \int_{\Omega} \left( \frac{N}{p-2} - \frac{2N}{p-2} \right) \frac{g \xi}{\Delta x} dx ,
\]
assumed \( g \in W^{1,p'}(\Omega) \), \( g \) given by (13). Our proposal is to show that under suitable additional conditions on \( g \), any weak solution \( u \) of (50) belongs locally or globally to the space \( L^p \) for some \( p \leq s \leq \infty \). The results are of different nature according to the assumptions on the term \( f(u) \). We first consider the general case of
\[
f(r)r > 0 \quad \forall r \in \mathbb{R} ,
(51)
\]
and we center our attention on \( L^p \)-estimates, already used in previous Chapters. First of all we recall that, by the Sobolev and Morrey imbedding theorems (see e.g. Adams [1]), we have
\[
u \in L^p(\Omega) \text{ if } p < N \quad u \in L^2(\Omega) \text{ if } p = N \quad u \in L^\infty(\Omega) \text{ if } p > N,
\]
being \( p^* = \frac{pN}{N-p} \) and \( s \) any positive real number. So, it suffices to consider the case \( p < N \). The following result was established by different authors (see, e.g. Serrin [1]): Let \( x_0 \) be a fixed point of \( \Omega \) and let \( \| \cdot \|_{L^p} \) the \( L^p \)-norm of a function in the open ball \( B_R(x_0) \).

**Theorem 4.6.** Let \( u \in W^{1,p}(\Omega) \) be a weak solution of equation (50) defined in some ball \( B_{2R}(x_0) \subseteq \Omega \). Assume \( p < N \), (51) and let
\[
g = g_0 + \frac{N}{p-2} \sum_{i=1}^{N} \frac{g_i}{\Delta x} \text{ where } g \in L^{p-2} \text{ and } g_i \in L^{p-1}, \text{ for some } \varepsilon > 0 .
(52)
\]
Then
\[
\| u \|_{L^2(\Omega)} \leq C R^{N/p} \left( \| u \|_{W^{1,p}}^p + k R^{N/p} \right) ,
(53)
\]
where \( C \) and \( k \) are constants, \( C = C(p,N,c) \) and
\[
k = C'(p) \left( \varepsilon \| g \| + R^\varepsilon \| g_0 \| \right)^{1/(p-1)} , \quad C'(p) > 0 ,
(54)
\]
the norms of the data functions taken in the respective Lebesgue spaces. Moreover, if \( u \) is a weak solution of (50) in a domain \( D = \Omega \) and \( |u| < M \) on the boundary of \( D \), then \( u \in L^p(D) \) and
\[
\| u \|_{L^p(D)} \leq C(\| g_0 \| + \sum_i \| g_i \| )
(55)
\]
where \( C \) is a positive constant depending on \( |D|, p, N \) and \( \varepsilon \). \( \diamond \)

**Remark 4.6.** If the hypothesis (52) on \( g \) is not satisfied but \( g_0 \) and \( g_i \) belong to some suitable spaces, others \( L^p \)-estimates on \( u \) may be obtained. So, if \( u \in W^{1,p}(\Omega) \) is a weak solution of (50) on \( \Omega \) with \( u \in H_0^1(\Omega) \), and \( g \in L^p(\Omega) \) with \( g_0 \in L^{p'}(\Omega) \) with \( p' < r \), then \( u \in L^p(\Omega) \) with \( s = (p(p-1)/r)^{1/p} \). (See e.g. Serrin [1]) Stampacchia [2] and Boccardo-Giacchetti [2].

\( \diamond \)

**Remark 4.7.** Optimal global \( L^p \)-estimates may be obtained by means of rearrangement techniques. See subsection 1.3a and the references indicated therein. \( \diamond \)

The above results are derived essentially from the information on the diffusion term \( \text{div}(|\nabla u|^2 \nabla u) \) but, in fact, in the mentioned references they are stated for more general diffusion terms of the form \( \text{div} A(x,u,u_\nu) \). More precise \( L^p \)-estimates can be derived when some growing conditions are known on the absorption term \( f(u) \). First of all, we recall the general estimate
\[
\| f(u) \|_{L^2(\Omega)} \leq C(\| g \|_{L^2(\Omega)} + \| g_0 \|_{L^2(\Omega)}) , \quad 1 < s < \infty .
(56)
\]
true for nondecreasing real functions (and even when \( f = \mu \) is a maximal monotone graph of \( \mathbb{R}^d \)) (See Brezis-Strauss [1], Benilan [1], Boccardo-Giacchetti [2] etc).

To illustrate some other sharper \( L^p \)-estimates we shall restrict ourselves to the semilinear case \( p = 2 \). We first remark that, in that case, solutions of the corresponding equation (50) can be introduced by a duality argument and without the condition \( u \in H^1(\Omega) \):
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**Definition 4.5.** A function \( u \in L^1_{\text{loc}}(\Omega) \) is a very weak solution of the equation
\[
- \Delta u + f(u) = g
\]  
(57)
\[
i \phi f(u) \in L^1_{\text{loc}}(\Omega) \quad \text{and} \quad \int_{\Omega} \Delta \zeta u + \int_{\Omega} f(u) \zeta = \int_{\Omega} g \zeta
\]  
(58)
for every \( \zeta \in C^0_c(\Omega) \). Note that the above definition makes sense when \( g \in L^1_{\text{loc}}(\Omega) \) and even when \( g \in M(\Omega) \), the space of bounded Radon measures on \( \Omega \). In both cases, it is known (Stampacchia [2]) that if \( u \) is a very weak solution, \( u \in W^{1,s}(\Omega) \) with \( 1 < s < N/(N-1) \). On the other hand, it is clear that if \( u \) is a very weak solution with \( u \in H^1(\Omega) \) and \( f(u) \in L^1_{\text{loc}}(\Omega) \), \( u \) satisfies equation (57) in the standard weak sense.

An example of the sharp \( L^5 \)-estimates mentioned above is the following:

**Theorem 4.7.** Let \( u \in W^{1,1}(\Omega) \) with \( f(u) \in L^1(\Omega) \) be a very weak solution of equation (57) for \( g \in L^5(\Omega) \), for some \( 1 < s < \infty \). Assume that \( f \) is locally Lipschitz continuous on \( \mathbb{R} - \{0\} \), and that
\[
C > f'(r) |f(r)|^{m-1} \quad \text{a.e.} \quad r \in \mathbb{R} - \{0\}
\]  
(59)
for some \( C > 0 \) and \( m > 0 \). Then \( i \phi \) \( N \geq 3 \) we have the estimate
\[
\int_{\Omega} |f(u)|^5 dx + C'(\int_{\Omega} |f(u)|^{(s+m-1)/m} dx)^{(s+m-1)/m} \leq \int_{\Omega} |g|^5 dx
\]  
(60)
where \( C' \) is constant independent of \( s \). Moreover, if \( s = N/(m-1) + 2s \to 0 \)
\( f(u) \in L^1(\Omega) \).

**Remark 4.8.** The above and other similar results were proved by several authors as a preliminary step to show "regularizing effects" for the porous media equation (Benilan [4], Veron [1], Payz [1], Benilan-Berger [11], etc.). The best constant \( C' \) may be computed explicitly by rearrangement techniques (Vazquez [3]). Note that here the regularity is obtained "a priori",

and the existence of such solutions is given in the next subsection. Finally, regularizing properties as Theorem 4.7 are also available for the pseudo-Laplacean operator \( \Delta u \) (see Veron [11] and Herrero-Vazquez [11]).

**Remark 4.9.** \( L^5 \)-estimates for the variational inequality (41), (42) can be found, for instance, in Brezis [5] and Boccardo-Giacchetti [2].

Other regularity properties of weak solutions of (50) are concluded from the information \( g \in L^{m}(\Omega) \) for some \( p' < r < \infty \) or, more exactly, from the fact that \( \Delta u \in L^r(\Omega) \). The linear case \( p=2 \) is, in this point, quite different from the quasilinear one, \( p \neq 2 \). Indeed, by the results of Amor-Dougall-Hirenberg [1], it is well-known that \( \Delta u \in L^r(\Omega) \) implies that \( u \in W^{2,p}(\Omega) \) if \( 1 < r < \infty \), being \( u \in W^{2,1}(\Omega) \) for every \( 1 < r < \infty \) if \( \Delta u \in L^r(\Omega) \). Nevertheless, if, for instance, \( u \in W^{1,p}(\Omega) \) and \( \Delta u \in L^p(\Omega) \) then \( u \in W^{1,p}(\Omega) \) with \( m = 1 + 1/(p-1) \) if \( p \geq 2 \) (Simon [1]) and \( u \in W^{2,p}(\Omega) \) if \( 1 < p < 2 \) (De Thelin [1]), where the regularity is optimal in both cases, (a sharper regularity is given in terms of Besov spaces). Finally, \( \Delta u \in L^r(\Omega) \) implies that \( u \in W^{2,2}(\Omega) \cap W^{s,1}(\Omega) \) if \( p > 2 \) and \( u \in W^{2,p}(\Omega) \cap W^{s,1}(\Omega) \) if \( p < 2 \) (Tolksdorf [1]).

**Remark 4.10.** The above \( W^{2,p} \) regularity can also be used to obtain several different conclusions. So, for instance, from the information \( \Delta u \in L^r(\Omega) \) for some \( 1 < r < \infty \) and the Morrey's theorem we conclude that \( u \in C^{0,\beta}(\Omega) \) when \( r > N \) and \( s = 1 - N/r \). Moreover, if \( u \) is a weak solution of the semilinear equation (57) and we assume \( f \in C^{1,\alpha}(\mathbb{R}) \) and \( g \in C^{0,\beta}(\mathbb{R}) \) for some \( 0 < \alpha \beta < 1 \), we can apply the Schauder theory to the linear expression \( -\Delta u = H(x), \) \( H(x) = f(u(x)) \) and then we obtain that \( u \in C^{2,\beta}(\mathbb{R}) \) for some \( 0 < \beta < 1 \). If in fact \( f(u) \) is given by \( f(u) = |u|^\alpha u \) with \( 0 < \alpha < 1 \) and \( g \equiv 0 \), from the only information \( \Delta u \in L^1(\Omega) \) we can obtain \( L^\infty \)-estimates by using an bootstrap argument (see Gallouet-Morel [3]).

**Remark 4.11.** The regularity \( C^{0,\alpha} \) and \( C^{1,\alpha} \) for elliptic quasilinear equations was first obtained by De Giorgi [1] and, after, considered by...
for some constant $C$ only dependent on $p$. Due to the special form of the equation (51), $u$ minimizes a functional $J$ (see (12)) on the set $K = \{v \in W^{1,p}(\Omega), v = h \text{ on } \partial \Omega \}$, and so

$$\int_{\Omega} |u|^p \, dx + \int_{\Omega} j(u) \, dx < g, u > + \int_{\Omega} |h|^p \, dx + \int_{\Omega} j(h) \, dx < g, h >. \quad (65)$$

But by hypothesis (51) $j(r) > 0$ for every $r \in \mathbb{R}$. Then, from (65), the characterization of $W^{1,p}(\Omega)$ (see (13)) and Young's inequality, we deduce (64). The conclusion (63) is now obvious from (64) if $p > N$.

From $p \in \mathbb{N}$ we apply Theorem 4.6 for $x_0 \in \Omega$ and $2R = d(x_0, \partial \Omega)$.

Then

$$||u||_{L^p(B_R(x_0))} \leq C \, d^{-N/p} \left( ||u||_{L^p(B_{2R}(x_0))} \right) \quad (66)$$

(note that $2R > d$ and that in (53) now is $g \equiv 0$ because $g \equiv 0$ on $B_{2R}(x_0)$). Finally estimate (63) follows from (64) and (66).

Remark 4.12. The dependence of $C$ on $d$ given in (66) is not sharp.

On the other hand, other $L^p$-estimates on $N(\Omega)$ may be obtained under some growing conditions on $f(u)$. For the case of $g \in L^1(\Omega)$ see later Theorem 4.18. Finally, we remark that Theorem 4.8 remains true when $u$ is merely a variational solution (see Remark 4.11).

4.1d. Uniqueness and comparison results. Existence via comparison.

The uniqueness of solution of (1),(2) can be derived by different methods according to the nature of the terms $A$ and $f$ involved in the equation.

When the solution of (1),(2) is obtained by the minimization of some convex l.s.c. functional $J$ on a convex set $K$ of a Banach space $V$, it is well-known that, if $J$ is strictly convex, then the minimum is unique. Indeed, the set of minimum points is a (closed) convex subset of $K$ and so, if $u_1, u_2$ are two different elements of $K$ minimizing $J$, then $(u_1 + u_2)/2$ is also a minimum point and, from the strict convexity of $J$.
\[ J\left( \frac{u_1 + u_2}{2} \right) < \frac{1}{2} (J(u_1) + J(u_2)) = \text{minimum of } J \text{ on } K. \]

Hence, if for instance in Theorem 4.2 we assume \( p > 1 \) and \( J(x, u) \in C^{1,1}_c(Y) \) convex i.s.c., then the functional \( J \) given by (12) is strictly convex and so there exists a unique \( u \in X \) minimizing \( J \) on \( K \).

By the characterizations mentioned in Subsection 4.1b, the above uniqueness criterion applies to the model equation (10) and, more generally, to the multivalued equation (48). The following result is stronger because it gives the uniqueness as a consequence of the comparison of solutions. In order to include the "obstacle problem" we shall state this result for the variational inequality (28) (note that, in fact, it reduces to the equation (10) when \( J \in C^1(R) \)).

**Theorem 4.9.** Let \( \Omega \) bounded, \( p > 1 \) and \( J(x, u) : \Omega \times R \to [0, +\infty] \), \( J \in C^1 \), be measurable on \( x \) and convex \( C_{\text{b,a}} \) on u. Let \( g, \bar{g} \in W^{1,p'}(\Omega) \) such that \( g \leq \bar{g} \) in \( W^{1,p'}(\Omega) \) (i.e. \( g - \bar{g}, \bar{g} \geq 0 \) \( \forall \bar{c} \in W^{1,p}_0(\Omega), \bar{c} \geq 0 \)). Let also \( h, \bar{h} \in W^{1,p}(\Omega) \) such that \( h \leq \bar{h} \) in the sense of traces. Then, if \( u \) and \( \bar{u} \) are functions satisfying the corresponding variational inequality (28) then \( u \leq \bar{u} \) on \( \Omega \).

We first prove the following useful inequalities:

**Lemma 4.10** Let \( \xi, \bar{\xi} \in R^N \). Then there exists \( C > 0 \) such that if \( p > 2 \)

\[
\left( |\xi|^{p-2} \xi - |\bar{\xi}|^{p-2} \bar{\xi} \right) \cdot (\bar{\xi} - \xi) \geq C \left( |\bar{\xi}| - |\xi| \right)^p
\]

and if \( 1 < p \leq 2 \)

\[
\left( |\xi|^{p-2} \xi - |\bar{\xi}|^{p-2} \bar{\xi} \right) \cdot (\bar{\xi} - \xi) \geq C \frac{|\bar{\xi}| - |\xi|}{(1 + |\xi|)^2} \quad \text{if} |\bar{\xi}| + |\xi| \neq 0
\]

**Proof.** By homogeneity and symmetry, it is enough to consider \( |\bar{\xi}| = 1 \) and \( |\xi| < 1 \). Moreover, by choosing an adequate coordinate system we can assume \( \bar{\xi} = (1,0,0,\ldots) \) and \( \xi = (\xi_1, \xi_2, 0, \ldots) \). If, for instance, \( 1 < p \leq 2 \), (68) is equivalent to

\[
\left( 1 + \frac{\xi_1^{2-p}}{p-2} \right) (1-\xi_1) + \frac{\xi_1^{2-p}}{p-2} \cdot \frac{(1+\xi_1^2)^{2-p}}{1+\xi_1^2} \leq C
\]

for every \( \xi = (\xi_1, \xi_2) \), \( \xi_1 + \xi_2 \leq 1 \), \( \xi \neq (1,0) \). Then (67) holds with \( C = p-1 \), as a consequence of the following inequalities

\[
1 - \frac{\xi_1^{2-p}}{p-2} \geq 1 - \frac{\xi_1^{2-p}}{p-1} (1-\xi_1) \quad \text{if} \quad 0 \leq \xi_1 \leq 1,
\]

\[
1 - \frac{\xi_1^{2-p}}{p-2} \geq 1 - \xi_1 \cdot (p-1) (1-\xi_1) \quad \text{if} \quad \xi_1 \leq 0,
\]

\[
\frac{1}{\xi_1^{2-p}} \geq 1 \quad \text{and} \quad 1 + \frac{\xi_1^{2-p}}{p} \leq 1.
\]

The case \( p \geq 2 \) can be treated in an analogous way and we omit the proof.

**Remark 4.13.** This proof is due to Simon [1]. Other different proofs of this key lemma can be seen in Glowinski-Marroco [1], Hartman-Stampacchia [1] and Morrey [1].

**Proof of Theorem 4.9.** Consider \( v_1 = \min (u, \bar{u}) = u - (u-\bar{u})^+ \) and \( v_2 = \max (u, \bar{u}) = \bar{u} + (u-\bar{u})^+ \). By the truncation result of Stampacchia [2] and the assumption \( h \leq \bar{h} \) on \( \partial \Omega \) we have that \( v_1 - h \) and \( v_2 - \bar{h} \) belong to \( W^{1,p}_0(\Omega) \). On the other hand, it is clear that

\[
\int \int_j(x, v_1(x)) dx + \int \int_j(x, v_2(x)) dx \leq \int \int_j(x, u(x)) dx + \int \int_j(x, \bar{u}(x)) dx
\]

and so \( j(x, v_1), j(x, v_2) \in L^2(\Omega) \). Now, taking \( v = v_1 \) and \( v = v_2 \) in the corresponding variational inequalities (28) and adding the two expressions we obtain
\[
\int_{\Omega} (|vuvw'|-|vuvw'|) \cdot (v(u-\bar{u})^+ \, dx \leq 0.
\]

Then by Lemma 4.1 and the fact that \(v(u-\bar{u})^+(x) = 0\) and 
\(v(u-\bar{u})^+(x) = v(u-\bar{u})(x)\) on the sets \(\{x \in \Omega : u(x) \leq \bar{u}(x)\}\) and \(\{x \in \Omega : u(x) > \bar{u}(x)\}\), respectively, we conclude that

\[
\int_{\Omega} |v(u-\bar{u})^+|^p \, dx \leq 0 \quad \text{if} \quad p > 2
\]

and

\[
\int_{\Omega} \frac{|v(u-\bar{u})^+|^2}{|vuvw| + 1} \, dx \leq 0 \quad \text{if} \quad 1 < p \leq 2.
\]

Then \((u-\bar{u})^+\) is a constant function on \(\Omega\). But \(h \in H^1\) on \(\partial \Omega\) and so

\(u \in \bar{u}\) \quad \text{a.e.} \quad x \in \Omega\).

**Remark 4.14.** With suitable changes in the proof, the above conclusion holds in many other situations. For instance, other choices of the convex \(\mathcal{X}\) in the variational inequality (28) are possible (Brezis [5]);
the diffusion operator \(-\Delta u\) may be substituted by a general coercive
quasilinear operator (Hartman-Stampacchia [1]) or a general second order
operator \(L\) as given in (64) of Section 1.1 (Stampacchia [2]); \(\Omega\)
may be unbounded and \(u \in W^{1,q+1,p}(\Omega)\) (Remark 4.1); and so on.

It is obvious that if \(g = \bar{g}\) and \(h = \bar{h}\), then we get that 
\(u = \bar{u}\), which gives the uniqueness of solutions for the variational inequality (28)
and so, for its corresponding single or multivalued Euler-Lagrange equations
(10) or (48). We also note that taking \(g \in 0\) (resp. \(g \geq 0\)) and
\(h \in 0\) (resp. \(h \geq 0\)) then \(u \in 0\) (resp. \(u \geq 0\)), properly known as the
weak maximum (minimum) principle. We recall that an optimal version of
the strong maximum principle was given in Subsection 1.2a. (In fact, a
strong maximum principle for the difference function \(\bar{u} - u\) is available
if, for instance, \(f\) is Lipschitz continuous: See Vazquez [5], and
\[ \int_\Omega (A(x,u^1,v^1) - A(x,u^2,v^2) \cdot v(u^1-u^2)T'(u^1-u^2) \, dx = \]

\[ \int_\Omega (A(x,u^1,v^1) - A(x,u^2,v^2)) \cdot v(u^1-u^2) \, dx + \int_\Omega (A(x,u^1,v^2) - A(x,u^2,v^2)) \cdot v(u^1-u^2)T'(u^1-u^2) \, dx. \]

Now, for \( n \in \mathbb{N} \), choose \( T(r) = T_n(nr) \) with \( n \in \mathbb{N} \) and \( T_n \in W^{1,\infty}(\mathbb{R}) \), \( T_n > 0 \) and \( T_n = 0 \) on \( r < 0 \) and \( T_n = 1 \) on \( r > 2 \). Then \( rT'(r) = nT'_n(n,r) \).

\[ \int_\Omega (f(x,u^1) - f(x,u^2))T_n(u^1-u^2) \, dx \leq \int_\Omega (g^1 - g^2)T_n(u^1-u^2) \, dx + 2C \int_\Omega |v(u^1-u^2)| T'_n(n(u^1-u^2)) \, dx. \]

Letting \( n \to \infty \), we have that \( T_n(r) = \text{sign}_n(r) \) (defined by \( 0 \) if \( r < 0 \) and \( 1 \) if \( r > 0 \)) and, by (72) and Fatou Lemma,

\[ \int_\Omega (f(x,u^1) - f(x,u^2)) \, dx \leq \int_\Omega (g^1 - g^2) \, dx , \]

which proves the estimate (74).

The Lipschitz dependence in assumption (71) may be replaced by a weaker hypothesis in some cases. We shall illustrate for the equation

\[ -A_p u + \text{div} B(x,u) + f(x,u) = g \quad \text{in} \quad \Omega \quad (75) \]

**Theorem 4.12.** Let \( 1 < p < \infty \) and assume \( f, g^j \) and \( h^j \) as in Theorem 4.11. Let \( B : \Omega \times \mathbb{R} \to \mathbb{R}^N \) be a Caratheodory function which is H"older continuous of exponent \( \alpha > 1/p' \), with respect to \( u \), i.e., such that

\[ |B(x,r) - B(x,s)| \leq C |r-s|^{\alpha} \quad \forall r, s \in \mathbb{R} \quad \text{a.e.} \ x \in \Omega, \quad \frac{1}{p'} \alpha \in (75) \]

Let \( u^j \in W^{1,p}(\Omega) \) with \( B(x,u^j) \in L^p(\Omega) \) and \( f(x,u^j) \in L^1(\Omega) \), satisfying (75) and \( u^j = h^j \) on \( \partial \Omega \). Then, estimate (72) holds, assumed (72).

\[ \text{Proof.} \quad \text{As before, we have that} \]

\[ \int_\Omega (|v^1|^{p-2} v^1 \cdot v^2 - |v^2|^{p-2} v^2 \cdot v^2) \cdot v(u^1-u^2)T'(u^1-u^2) \, dx + \]

\[ + \int_\Omega (f(x,u^1) - f(x,u^2))T(u^1-u^2) \, dx \]

\[ \leq \int_\Omega (g^1 - g^2)T(u^1-u^2) \, dx + \int_\Omega (B(x,u^1) - B(x,u^2)) \cdot v(u^1-u^2)T'(u^1-u^2) \, dx, \]

for every \( T \in W^{1,\infty}(\mathbb{R}) \), \( T > 0 \) if \( r < 0 \). Now, for \( n \in \mathbb{N} \), choose \( T(r) = T_n(r) \) given by \( T_n(r) = 0 \) if \( r < 0 \), \( T_n(r) = 1 \) if \( r > n^2 \), \( T_n(r) = n^2 r + 2n \) if \( r \in [0,n^2] \) and \( T_n(r) = -n^2 r + 2n \) if \( r \in [-n^2,0] \). Using (76) and Young's inequality (ab \( \leq (a/p)b^p + (Cc/p')b^{p'} \), \( C_c = e^{p/p'}p' \)) we obtain that

\[ I_n \equiv \int_\Omega (B(x,u^1) - B(x,u^2)) \cdot v(u^1-u^2)T_n(u^1-u^2) \, dx \]

\[ \leq C \int_\Omega |u^1-u^2|^{p-1} |v(u^1-u^2)|T'_n(u^1-u^2) \, dx \]

\[ \leq C \int_\Omega |v(u^1-u^2)|T'_n(u^1-u^2) \, dx + C \int_\Omega |u^1-u^2|^{p-1} T'_n(u^1-u^2) \, dx \]

\[ \leq C \int_\Omega |v(u^1-u^2)|T'_n(u^1-u^2) \, dx + \frac{C}{p'} \left( \int_\Omega |u^1-u^2|^{p'\alpha} \right)^{1/\alpha} \, dx \]

\[ \leq C \int_\Omega |v(u^1-u^2)|T'_n(u^1-u^2) \, dx + \frac{C}{p'} \left( \int_\Omega |u^1-u^2|^{p'\alpha} \right)^{1/\alpha} \, dx \]

\[ \leq C \int_\Omega |v(u^1-u^2)|T'_n(u^1-u^2) \, dx + \frac{C}{p'} \left( \int_\Omega |u^1-u^2|^{p'\alpha} \right)^{1/\alpha} \, dx \]

Using Lemma 4.10, we get

\[ (C - \frac{C}{p'}) \int_\Omega |v(u^1-u^2)|T'_n(u^1-u^2) \, dx \leq \int_\Omega (f(x,u^1) - f(x,u^2))T'_n(u^1-u^2) \, dx \]

\[ \leq \int_\Omega (g^1 - g^2)T'_n(u^1-u^2) \, dx + \frac{C}{p'} \left( \int_\Omega |u^1-u^2|^{p'\alpha} \right)^{1/\alpha} \, dx \]

Letting \( n \to \infty \) and using that \( \alpha \geq 1/p' \), we conclude as in Theorem 4.11.

\[ \text{Remark 4.15.} \quad \text{It is not difficult to show the same conclusion for every} \]

\[ 1 < p < \infty \text{ when } N = 1 \text{ (Benilan [5]). We also mention the uniqueness result for equation (74) without the strict monotonicity assumption on } f \text{ but for} \]

\[ p = 2, \text{ this is due to Carrillo-Chipot [29] (they also assume } \alpha \geq 1/2 \text{ unless if } N = 1). \text{ The proof of Theorem 4.14 also applies, for instance, to a linear elliptic second order operator } L \text{ not necessarily uniformly elliptic (i.e. eventually degenerate).} \]
Remark 4.16. The comparison of solutions also holds for other boundary conditions. Indeed, slight changes in the proof of Theorems 4.9 and 4.11 allow us to obtain the same conclusions if, for instance $\omega = \omega_1 \cup \omega_2 \omega$ and we know that

$$u^1 \leq u^2 \text{ on } \omega_1 \omega \quad \text{and} \quad \frac{\partial u^1}{\partial n} \leq \frac{\partial u^2}{\partial n} \text{ on } \omega_2 \omega$$

(see, e.g., Ladyzhenskaya-Ural'tseva [1], Brezis [5] and Diaz [2]).

Remark 4.17. When $\omega \equiv \hat{\omega} \equiv 0$, Theorems 4.9 and 4.11 follow from some abstract results stated for certain classes of operators $A$. In the case of Theorem 4.9, the conclusion is derived from the comparison for $T$-monotone operators from a Banach lattice $V$ into $V'$ (or $P(V')$), i.e. satisfying

$$\langle Au-Av, (u-v) \rangle_{V',V} \geq 0 \quad \forall u,v \in V$$

(Haugazeau [1], Brezis-Stampacchia [1], Brezis [5], Tartar [1] etc.). (In fact the proof of Theorem 4.9 shows that the corresponding operator is $T$-monotone.) Theorem 4.11 is associated with the so-called $T$-accretive operators from a Banach lattice $X$ into $X$ (or $P(X)$) which will be considered in the next section.

Up to this moment, the absorption term $f(x,u)$ in the equations has been assumed to be a nonincreasing function of $u$. Some uniqueness results are still true for more general semilinear problems

$$-\Delta u + f(x,u) = 0 \text{ in } \omega$$

$$u = 0 \quad \text{ on } \partial \omega,$$

assumed $f(x,u)/u$ increasing and $f(x,u) \geq -C(u+1)$. See Keller [1], Cohen-Laetsch [1], Laetsch [1], Friedman-Phillips [1] and Brezis-Oswald [1]. For a quasilinear version of these results, see Diaz-Saa [1].

Another useful comparison result is related to the case of solutions corresponding to equations with different absorption terms.

Theorem 4.13. Let $g$, $\tilde{g}$ and $h$, $\tilde{h}$ be regular as in Theorem 4.9. Let $u \in W^{1,p}(\omega)$ be a weak solution of $\tilde{u}^1$, $\tilde{u}^2$, where $f$ is only assumed to be continuous and such that $f(s) \geq 0 \quad \forall s \in \mathbb{R}$. Let $\tilde{u} \in W^{1,p}(\omega)$ be the weak solution of $(\tilde{u}^1, \tilde{u}^2)$ substituting $g$ by $\tilde{g}$, $h$ by $\tilde{h}$ and $f$ by $\tilde{f}$, where $\tilde{f}$ is a nondecreasing continuous function such that

$$|\tilde{f}(s)| \leq |f(s)| \quad \forall s \in \mathbb{R}$$

(77)

Finally, assume that $u$ and $\tilde{u}$ have constant sign in $\omega$. Then $0 \leq g \leq \tilde{g}$ and $0 \leq h \leq \tilde{h}$ implies $0 \leq u \leq \tilde{u}$ (resp. $0 \geq g \geq \tilde{g}$, $0 \geq h \geq \tilde{h}$ implies $0 \geq u \geq \tilde{u}$).

Proof. Assume $0 \leq g \leq \tilde{g}$ and $0 \leq h \leq \tilde{h}$, so, by Theorem 4.9, $\tilde{u} \geq 0$. Then $u \geq 0$ and, by the assumptions on $f$ and $\tilde{f}$, $0 \leq \tilde{f}(u) \leq f(u)$. Moreover,

$$-\Delta u + \tilde{f}(u) = g - f(u) + \tilde{f}(u) \leq \tilde{g}$$

in the sense of distributions on $\omega$. Finally, applying again Theorem 4.9 for the equation associated to $\tilde{f}$, we obtain the conclusion. The proof of the other inequality is analogous.

Remark 4.18. If $\tilde{f}$ is such that the strong maximum principle holds for the associated equation (61) (for $p = 2$, $\tilde{f}$ Lipschitz continuous is enough), and if the inequality in (77) is strict, we conclude that $u < \tilde{u}$ (resp. $u > \tilde{u}$) on the set $x \in \omega: u > 0$ (resp. on the set $x \in \omega: u < 0$) (see the proof of Theorem 2.3). We remark that the conclusion of Theorem 4.12 can also be obtained through Theorem 4.11. We shall use this later (see Theorem 4.18) to obtain $L^p$-estimates in the $L^1$-framework.

Remark 4.19. All the comparison results given above are stated under some regularity on the domain (in $\omega$ is assumed to be of class $C^1$) and the data ($g \in W^{1,p}(\omega)$, and $h \in W^{1,p}(\omega)$, or, equivalently, $h \in W^{1-1/p,p}(\omega)$). Nevertheless, a careful revision of the proofs shows that they remain true if $\omega$ is locally Lipschitz and the boundary data $h$ may be approximated by $h_\eta$ with $h_\eta \in W^{1-1/p,p}(\omega)$.

The existence of solutions of equations of quasilinear equations such as, for instance that one given in (1), can be obtained by means of comparison arguments. These are the so-called supersolution and subsolution methods. First we recall the notion of such functions.

Definition 4.5. A function $\psi \in W^{1,p}(\eta)$ is a supersolution of (1), (2) if $\lambda(x,\psi,\psi)$, $f(x,\psi) \in L^p(\omega)$, $\psi \geq h$ in the sense of traces on $\omega$ and
\[ \int_\Omega A(x,\phi,\psi) \cdot \nabla \phi \, dx + \int_\Omega f(x,\psi) \psi \, dx \geq \int \psi \, dx \]
for every \( \psi \in W^{1,p}_0(\Omega) \), \( \psi \geq 0 \) a.e. on \( \Omega \).

Similarly, a subsolution of (1), (2) is defined by the reverse inequality.

For the next result we need the operator \( A \) associated with the expression
\[-\nabla \cdot A(x,u,y)u \] to be a coercive pseudo-monotone and \( T \)-monotone operator from \( W^{1,p}_0(\Omega) \) into its dual. This is true if, for instance,
\[ A(x,u,\xi) = A(x,\xi), \quad A \text{ satisfies } (\text{A.1.7}) \text{ and } A(x,\psi) \in L^p(\Omega) \quad \forall \psi \in W^{1,p}(\Omega). \tag{78} \]

However, no sign condition on \( f(x,u) \) will be assumed.

Theorem 4.14. Let \( \Omega \) bounded, \( g \in W^{-1,p'}(\Omega) \) and \( h \in W^{1,p}(\Omega) \). Assume (78) and let \( f(\cdot,u) \in C^{0,\alpha}(\Omega) \) for some \( \alpha \in (0,1) \) and \( |f(x,\cdot)| \leq \kappa(x), \kappa \in L^p(\Omega) \).

\[ f(\cdot,u) \in C^{0,\alpha}(\Omega) \] for some \( \alpha \in (0,1) \) and \( |f(x,\cdot)| \leq \kappa(x), \kappa \in L^p(\Omega). \tag{79} \]

Suppose that \( \phi \) and \( \psi \) are bounded super and subsolutions of (1), (2) with \( \phi \geq \psi \) a.e. in \( \Omega \). Then problem (1), (2) has at least one solution \( u \in W^{1,p}(\Omega) \) such that \( \psi \leq u \leq \phi \) a.e. in \( \Omega \). Moreover, there exist maximal and minimal solutions \( \bar{u}, \underline{u} \), in the sense that if \( u \) is any solution of (1), (2) with \( \psi \leq u \leq \phi \), then
\[ \psi \leq u \leq \bar{u} \leq \underline{u} \leq \phi \text{ a.e. in } \Omega. \tag{79} \]

The main idea in the proof of the theorem is the following: Let \( M > 0 \)
such that the function
\[ \tilde{f}(x,u) = f(x,u) - M|u|^{\alpha-1}u, \quad 0 < \alpha \leq 1, \]
is nonincreasing on the set \([\inf \phi, \sup \phi] \). Define \( K = \{ v \in L^p(\Omega) : \psi \leq v \leq \phi \text{ a.e. on } \Omega \} \) and consider the operator \( T: K \rightarrow W^{-1,p}(\Omega) \) given by \( T(v) = w \), where \( w \) is the solution of the problem
\[ -\nabla \cdot A(x,w)w + M|w|^{\alpha-1}w = -\tilde{f}(x,v) \text{ in } \Omega \]
\[ w = h \text{ on } \partial \Omega. \]
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Then, it is shown that \( T(\kappa) \subset K \) and that \( T \) is an order preserving operator. Taking \( \tilde{u}_0 = 0 \), \( \tilde{u}_i = T(\tilde{u}_{i-1}) \), \( \tilde{u}_0 = \psi \) and \( \tilde{u}_i = T(\tilde{u}_{i-1}) \), the sequences \( \{\tilde{u}_i\} \) and \( \{u_i\} \) converge monotonically from above or below, respectively, to the solutions \( \tilde{u} \) and \( u \) and
\[ \psi \leq \tilde{u}_1 \leq \ldots \leq \tilde{u}_i \leq \ldots \leq \tilde{u}_2 \leq \tilde{u}_1 \leq \phi \text{ a.e. in } \Omega. \]

Finally, it is shown that \( T \) admits at least one fixed point \( u \), with \( u \leq \bar{u} \leq \tilde{u} \).

Remark 4.20. The idea of introducing the iterations \( u_i = T^i(\psi) \) and \( u_i = T^i(\bar{u}) \) is a well-known numerical procedure that was already applied in the pioneering book of Courant-Hilbert [1, pp. 369-372]. This method was improved later in a series of works by Keller, Cohen, Laetsch and Amann (see references in Amann [11]). Many extensions are today available in the literature: see, e.g., Stuart [1] for nonlinear equations with discontinuous terms and Berestycki-Lions [1] for a local approach. In fact, the method of super and subsolutions also applies to more general equations of the form
\[ -\nabla \cdot A(x,u,y)u + B(x,u,y) = g \]
when \( B(x,u,\xi) \leq c(\xi)(1 + |\xi|^p) \); however, in this case, the existence of maximal and minimal solutions cannot, in general, be assured. See Puel [1], Duvaut-Hess [1] and Boccadoro-Marut-Puel [1, 2]. (The multiplicity of solutions is studied in Amann-Crandall [1].) The case of unbounded domains is found in Hess [1], Cac [13, 2], Donato-Migliaccio-Scianchi [1] and more recently Donato-Giachetti [1].

4.2. SOLUTIONS OUTSIDE THE ENERGY SPACE

In some physical situations the assumption \( g \in W^{-1,p'}(\Omega) \) is not natural in practice, and one can consider the question of solving problem (1), (2) of Section 4.1 when \( g \) is not in such a space but merely an integrable function, \( g \in L^1(\Omega) \).

It seems that Stampacchia [1] was one of the first to solve the homogeneous Dirichlet problem in \( L^1(\Omega) \) for linear second order operators \( L \) (1)
\[ Lu = \sum_{i,j=1}^{N} \frac{\partial}{\partial x_j} \left( a_{ij}(x) \frac{\partial u}{\partial x_j} \right) + \sum_{i,j=1}^{N} b_{ij}(x)u - au \]
asumed, for instance, that
\[ a_{i,j}, b_i \in C^1(\Omega), a \in L^\infty(\Omega), \]
\[ \Delta x_i \Delta x_j \geq \lambda |\xi|^2 \text{ with } \lambda > 0, \]
\[ a \geq 0, a + \sum_i b_i \frac{\partial^2}{\partial x_i^2} \geq 0 \text{ a.e.} \]

To solve the problem
\[ -Lu = g \text{ in } \Omega \]
\[ u = 0 \text{ on } \partial\Omega \]
when \( g \in L^1(\Omega) \) and \( \Omega \) is bounded, he uses a simple duality argument: let \( L^* \) be the formal adjoint operator of \( L \) given by
\[ L^*\phi = \sum_{i,j} a_{i,j} \frac{\partial^2 \phi}{\partial x_i \partial x_j} + \sum_i b_i \frac{\partial \phi}{\partial x_i} + \sum_i \frac{\partial}{\partial x_i} a_i \phi - a \phi. \]

As in Definition 4.5, a very weak solution of (2), (3) is defined as any \( u \in W_0^{1,1}(\Omega) \) such that
\[ \int_\Omega u(-L^*\phi) \, dx = \int_\Omega g\phi \, dx \]
for any \( \phi \in H_0^1(\Omega) \cap L^\infty(\Omega) \) with \( L^*\phi \in L^2(\Omega) \), i.e.,
\[ \int_\Omega u\phi \, dx = \int_\Omega g\phi \, dx \]
for any \( \phi \in D(\Omega) \), where \( G^* \) is the Green operator associated with \(-L^*\) with homogeneous boundary conditions. By \( L^\infty\)-regularity (Theorem 4.6), \( G^* \) is a linear and continuous operator from \( W^{1,p}(\Omega) \) into \( L^\infty(\Omega) \cap H^1(\Omega) \), assumed \( p > N \). Then, calling \( G \) the dual operator of \( G^* \), \( G \) is a linear and continuous operator from \( L^1(\Omega) \) into \( W_0^{1,1}(\Omega) \) with \( 1 \leq p < N/(N-1) \) and so \( u = Gg \) is the unique very weak solution of (81), (82).

The study of nonlinear equations in the \( L^1 \)-setting is much more complicated. In Subsection 4.2a we start considering semilinear equations for which the key result is the Brezis-Strauss theorem for bounded domains. The case of \( \Omega = \mathbb{R}^N \) is also discussed. Later, in Subsection 4.2b, we review some abstract results allowing the consideration of quasilinear equations in \( L^1(\Omega) \). Those results are stated in terms of the so-called accretive operators and are of interest in the treatment of nonlinear parabolic equations.

4.2a. Semilinear equations in \( L^1(\Omega) \) and other spaces

For the sake of simplicity in the exposition we shall be concerned with the semilinear problem
\[ -\Delta u + f(x,u) = g \text{ in } \Omega, \]
\[ u = 0 \text{ on } \partial\Omega. \]

We start by assuming that \( \Omega \) is a bounded open set. A natural way of trying to solve (4), (5) is by approaching \( g \in L^1(\Omega) \) by \( g_n \in L^2(\Omega) \). So, assume for the moment \( g \in L^2(\Omega) \). In this case, by the variational approach we know that there exists \( u \in H^1(\Omega) \cap H_0^1(\Omega) \), solution of (4), (5) (and unique if \( f(\cdot,u) \) is non-increasing). To pass to the limit, the following estimate is crucial:
\[ \int_{\{x \in \Omega : |u| \geq t\}} |f(x,u)| \, dx \leq \int_{\{x \in \Omega : |u| \geq t\}} |g| \, dx \]
This was first proved in Brezis-Strauss [1] when \( f(\cdot,u) \) is a maximal monotone graph of \( \mathbb{R}^+ \). Note that, if we make \( t = 0 \) in (6), this coincides with (56) of Section 4.1, taking \( s = 1 \). Several generalizations of the Brezis-Strauss result have been published, and they will be given later. In any case, we note that if \( g \in L^2(\Omega) \), (6) is proved as in Theorem 4.11 or 4.12 with obvious modifications (in fact (6), with \( t = 0 \), can be derived from estimate (74) of Section 4.1). To pass to the limit when \( g_n \to g \) in \( L^1(\Omega) \) there are two possibilities: when \( f(x,u) \) is nondecreasing in \( u \), the main idea is to use the fact that \(-A\) is coercive in \( L^1 \), the maximum principle and estimate (5) or, more specifically, (74) (see Brezis-Strauss [1]). When \( f(x,u) \) is not monotone but satisfies (33), (34) of Section 4.1, the idea is that, from (6), we derive
\[ \|u_n\|_{L^1} \leq 2\|g_n\|_{L^1}. \]
Using the continuous embedding \( L^1(\Omega) \to W_{-1,p}(\Omega) \), for \( 1 \leq p < N/(N-1) \), this proves that \( \|u_n\|_{W_{-1,p}(\Omega)} \) is bounded and so \( u_n \to u \) in \( L^1(\Omega) \), \( W_{-1,p}(\Omega) \)-weak and almost everywhere. Finally, by truncation of \( f(\cdot,r) \) by \( f(\cdot,\kappa r) \), estimate (6) shows the equi-integrability of the sequence \( f_n(\cdot,u_n) \) and then, by Vitali's theorem and Fatou's lemma, it is shown that \( f_n(\cdot,u_n(x)) \to f(\cdot,u) \) in \( L_{\text{loc}}^1(\Omega) \).
and that $u$ is a solution of (4), (5) (see Gallowet-Morel [1], [2]). The following result summarizes some of the conclusions of the articles mentioned.

**Theorem 4.15.** Let $\Omega$ be a bounded open regular set of $\mathbb{R}^N$ and let $f(x,s):\mathbb{R}^N \rightarrow \mathbb{R}$ be a continuous function in $s$, measurable in $x$ and such that

$$f(x,s) \geq 0 \text{ for all } s \in \mathbb{R},$$

$$\sup \{|f(\cdot, s)|, |s| \leq t\} \in L^{1}_{1, oc}(\Omega) \text{ for all } t \in \mathbb{R}^N . \quad (7)$$

Then, for all $g \in L^{1}(\Omega)$, problem (4), (5) has at least one solution $u, u \in W^{1,1}(\Omega), f(u) \in L^{1}(\Omega)$ and satisfying (4) in $D'(\Omega)$. In the case of $f(x,s) = g(x,s)$, maximal monotone graph of $\mathbb{R}^2$, for a.e. $x \in \Omega$, the existence of a unique $u \in W^{1,1}_0(\Omega)$ satisfying (4) in the sense that $\Delta u \in L^{1}(\Omega)$ and $\Delta u(x) + g(x) \in B(x,u(x))$ for a.e. $x \in \Omega$ is assured for $g \in L^{1}(\Omega)$ given, without any additional condition if $\Delta u(x) = g(x)$ and if $\Delta u(x) = b(x)$ otherwise.

Finally, if $f(x,r) = b(x,r)$, we have the estimate

$$||g + \Delta u - \tilde{g} - \Delta \tilde{u}||_{L^p(\Omega)} \leq ||g - \tilde{g}||_{L^p(\Omega)} \quad (9)$$

for every $1 \leq p \leq \infty$, if $u, \tilde{u}$ are the solutions associated with $g, \tilde{g}$.

**Remark 4.21.** If $f(x,s)$ satisfies (7), (8), as a direct consequence of Theorem 4.15 we can solve equation (4) with the boundary condition

$$u = h \text{ on } \partial \Omega,$$

assumed that

$$h \in L^{1}_{1, oc}(\Omega), f(x,h(x)) \in L^{1}(\Omega) \text{ and } f(x,t+h(x)) \in L^{1}_{1, oc}(\Omega) \forall t \in \mathbb{R}. \quad (10)$$

Indeed, it suffices to apply Theorem 4.15 with $f(x,s) = f(x,s+\delta h(x)) - f(x,s)$ instead of $f(x,s)$, and $\tilde{g}(x) = g(x) - f(x,h(x))$ instead of $g(x)$.

Note that now the conclusion is that $u-h \in L^{1}_{1, oc}(\Omega), \Delta(u-h) \in L^{1}(\Omega), f(u) \in L^{1}(\Omega)$ and $\Delta u + f(x,u) = g - \Delta h$. We also recall the results of Bidault-Veron [3] and Diaz [5] for the obstacle problem $\Delta u(x) = \beta(x)\psi(x)$ with $\psi \in L^{1}(\Omega)$ and $\beta(x) = (0,0)$. (a)

**Remark 4.22.** By applying the above remark to the case $f(x,u) = |u|^{q-1}u$, with $q > 1$, Gallowet-Morel [3] give a necessary and sufficient condition on $u \in D'(\Omega)$ in order that the problem

$$-\Delta u + |u|^{q-1}u = 0 \text{ in } \Omega,$$

$$u \in W^{1,1}_{0}(\Omega) \cap L^{q}(\Omega)$$

has a solution. In particular, if $u$ is a measure, (11) has a solution if and only if $u \in L^{1}(\Omega) \cup H^{-2,q}(\Omega)$. Another characterization is given in Baras-Pierre: (11) has a solution if and only if $|u|(A) = 0$ for every subset $A$ of $\Omega$ whose $H^{-2,q}$-measure is zero. The existence of solutions of (11) is related to the problem of the study of removable singularities, according to the values of $N, q$ and the nature of the singularity, here represented by $u$ (see Baras-Pierre [1] and the references therein to the works by Brezis-Veron, Veron, and others). (a)

The study of semilinear equations on unbounded domains is more complicated. One of the difficulties comes from the fact that now the operator $\Delta$ is not coercive in $L^{1}(\Omega)$ if $\Omega$ is unbounded. The first progress in this direction is due to Benilan-Brezis-Crandall [1] and concerns the equation

$$-\Delta u + f(x,u) = g \text{ in } \mathbb{R}^N. \quad (12)$$

Again, the idea is to approximate (12) by easier problems

$$-\Delta u + \epsilon v + f(x,u) = g \text{ in } \mathbb{R}^N$$

where $f_\epsilon$ is a truncation of $f$ and, for instance, $g \in L^{2}(\mathbb{R}^N)$. The estimate (6) is proved as in the case of bounded domains but now replacing $f(\cdot, r)$ by $\epsilon f(\cdot, r)$, $f(x,u) = \beta(u)$, where $\beta$ is a maximal monotone graph of $\mathbb{R}^2$ with $0 \in \beta(0)$, the passing to the limit can be obtained throughout (6) and the estimate

$$||w(\cdot + h) - w(\cdot)||_{L^{1}(\mathbb{R}^N)} \leq ||w(x) - g(x)\psi(\cdot)||_{L^{1}(\mathbb{R}^N), \psi \in L^{1}(\mathbb{R}^N)}, \forall w \in L^{1}(\mathbb{R}^N),$$

when $w = g + \Delta u$. This comes from estimates of the type (74) of Section 4.1 and the fact that the equation is invariant by translations. Thus, by the compactness theorem of Kolmogorov, the set $\{w : \epsilon > 0\}$ is precompact in $L^{1}_{1, oc}(\mathbb{R}^N)$ and $\epsilon w \rightarrow w$ in $L^{1}_{1, oc}(\mathbb{R}^N)$ when $\epsilon \rightarrow 0$. In fact, this same conclusion can be derived for $f(x,u)$ satisfying only (7) and (8), by using estimate (6) and Vitali's theorem (see Gallowet-Morel [1]). Nevertheless, in this case the estimate
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\[ \| \Delta u \|_{L^1(\mathbb{R}^N)} \leq 2 \| g \|_{L^1(\mathbb{R}^N)} \]

is not enough to find an estimate (independent of \( \varepsilon \)) of the norm in \( W^{1,1}(\mathbb{R}^N) \) of \( u_\varepsilon \), and the properties of \( -\Delta^{-1} \) in \( L^1(\mathbb{R}^N) \) need to be carefully taken into account. We recall that, if \( z \in L^1(\mathbb{R}^N) \) is such that

\[ -\Delta z = f, \quad f \in L^1(\mathbb{R}^N), \]

then \( z = E_N \# F \), where \( E_N \) is the fundamental solution for \( -\Delta \).

\[
E_N(x) = \begin{cases} 
\frac{1}{(N-1)\omega_N |x|^{N-2}} & \text{if } N \geq 3 \\
\frac{1}{2} \log \frac{1}{|x|} & \text{if } N = 2,
\end{cases}
\]

where \( \omega_N \) is the volume of the unit ball in \( \mathbb{R}^N \). It turns out (see the appendix of Benilan-Brezis-Crandall [1]) that \( E_N \in W^{1,1}(\mathbb{R}^N) \) and so we need to go outside the space \( L^1(\mathbb{R}^N) \) to use the Marcinkiewicz (or weak-\( L^p \)) space.

**Definition 4.6.** Let \( u \) be a measurable function on \( \mathbb{R}^N \), \( 1 < s < \infty \) and \( s + 1 / s' = 1 \). Then, we define

\[ \| u \|_{M^s} = \min\{C \in [0, \infty) : \int_{\mathbb{R}^N} |u(x)|^s dx \leq C(\text{meas } K)^{1/s'} \text{ for all measurable } K \subseteq \mathbb{R}^N \}. \]

Finally, we denote by \( M^s(\mathbb{R}^N) \) the set of measurable functions \( u \) on \( \mathbb{R}^N \) satisfying \( \| u \|_{M^s} < \infty \).

It is easy to verify that \( M^s(\mathbb{R}^N) \) is a Banach space and that \( M^s(\mathbb{R}^N) = L^{s'}_{\text{loc}}(\mathbb{R}^N) \) with continuous injection \( 1 \leq s' < s \). On the other hand, it is proved that \( E_N \in W^{1,1}_{\text{loc}}(\mathbb{R}^N) \) and \( E_N \in \mathcal{M}^{N/(N-2)}(\mathbb{R}^N) \) for \( N \geq 3 \) and \( |\text{grad } E_N| \in \mathcal{M}^{N/(N-1)}(\mathbb{R}^N) \) if \( N \geq 2 \). Thus, if \( z \in L^1(\mathbb{R}^N) \) and \( -\Delta z \in L^1(\mathbb{R}^N) \) we have that \( z \in \mathcal{M}^{N/(N-2)}(\mathbb{R}^N) \) if \( N \geq 3 \).

The following theorem summarizes the results of the articles mentioned on equation (12):

**Theorem 4.16.** Let \( g \in L^1(\mathbb{R}^N) \). Suppose \( N \geq 3 \) and \( f(x,u) \) satisfying (7), (8), then there exists at least one function \( u \in \mathcal{M}^{N/(N-2)}(\mathbb{R}^N) \) with \( du \in L^1(\mathbb{R}^N) \) and \( f(\cdot, u) \in L^1(\mathbb{R}^N) \) solution of (12). Moreover, \( f(x,u) = \beta(u) \), with \( \beta \)

maximal monotone graph of \( B^2 \) with \( 0 \in \beta(0) \), there exists a unique solution \( u \in \mathcal{M}^{N/(N-2)}(\mathbb{R}^N) \) with \( du \in L^1(\mathbb{R}^N) \) and \( g + du \in L^1(\mathbb{R}^N) \). If \( N = 2 \) (resp., \( N = 1 \)), the existence of, at least one, solution \( u \in \mathcal{M}^{1,1}(\mathbb{R}^N) \) with \( |\text{grad } u| \in H^2(\mathbb{R}^N) \) and \( u \in L^1(\mathbb{R}^N) \) (resp. \( u \in W^{1,\infty}(\mathbb{R}^N) \) with \( \frac{du}{dx} \in L^1(\mathbb{R}^N) \)) is assured if, in addition, for some \( c_1, c_2 \in [0, \infty) \) one has

\[ \text{meas } \{ x, f(x,c_1) \leq c_2 \text{ or } f(x,c_1) \geq -c_2 \} = 0 \]

or \( f(x,u) = \beta(u) \) and \( \beta \) satisfies \( 0 \in \text{int } \beta(0) \). In this last case, \( du \) solutions, in their respective class, differ by a constant. Finally, if \( f(x,u) = \beta(u) \) is a maximal monotone graph for a.e. \( x \in \Omega \)

\[ \| [g + du - \tilde{g} + du]^+ \|_{L^1(\mathbb{R}^N)} \leq \| [u - \tilde{u}]^+ \|_{L^1(\mathbb{R}^N)} \]

and, if \( g \leq \tilde{g} \) a.e., \( g \neq \tilde{g} \), then \( u \leq \tilde{u} \) a.e. on \( \mathbb{R}^N \).

**Remark 4.23.** There are several generalizations and variants of the above theorem in the literature concerning other conditions for the dependence on \( x \) of \( f(x,u) \) (Schatzman [11], Di Blasio [1]), or maximal monotone graphs \( \beta \) without the condition \( 0 \in \text{int } \beta(0) \) (works by Crandall-Evans, Fisher, Kurtz and Vazquez, see references in Vazquez [22]). On the other hand, as in the case of bounded domains, equation (12) can be solved when \( g \) is merely a distribution (Gallouet-Morel [1]) or a bounded measure (Benilan-Brezis (see Brezis [9]), and Vazquez [4]). Finally, we mention that abstract semilinear equations in \( L^1(\mathbb{R}^N) \), when \( g \) is a general unbounded set, are treated in Benilan [6].

Recently, the study of semilinear equations in \( L^{\infty}(\mathbb{R}^N) \) has been undertaken by Brezis [10] and Gallouet-Morel [3]. When considering the equation

\[ -\Delta u + |u|^{q-1}u = g \quad \text{in } B^r(\mathbb{R}^N) \tag{14} \]

the results depend on the value of \( q > 0 \). So, if \( q > 1 \), no limitation on the growth at infinity of \( g \) is required for the existence of a solution: for every \( g \in L^1_{\text{loc}}(\mathbb{R}^N) \) there exists a unique \( u \in L^{\infty}_{\text{loc}}(\mathbb{R}^N) \) satisfying (14); moreover, if \( g \geq 0 \) then \( u \geq 0 \) (Brezis [10]). The case of \( 0 < q < 1 \) is different. Let \( g \in L^1_{\text{loc}}(\mathbb{R}^N) \), \( g \geq 0 \); then there exist \( c_1 > 0 \) and \( c_2 > 0 \) depending only on \( N \) and \( q \) such that:
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(93) has a positive solution $u \in L^1_{\text{loc}}(\mathbb{R}^N) \Rightarrow \limsup_{R \to \infty} \int_{B_R(0)} u \, dx < C_1 \Rightarrow (93)$ has a positive solution

\[
\limsup_{R \to \infty} R^{-N-2q/(1-q)} \int_{B_R(0)} g \, dx < C_1 \Rightarrow (93) \text{ has a positive solution} \quad u \in L^1_{\text{loc}}(\mathbb{R}^N)
\]

(15)

\[
(93) \text{ has a positive solution } u \in L^1_{\text{loc}}(\mathbb{R}^N) \Rightarrow \limsup_{R \to \infty} R^{-N-2q/(1-q)} \int_{B_R(0)} g \, dx < C_2
\]

(16)

(see Gallouet-Morel [3]). The proof of this last result is carried out by the method of super and subsolutions. We point out that the existence of a nontrivial supersolution is obtained throughout sharp estimates on the location of the support of solutions of (93) when $g$ is assumed to have compact support. The existence in the case $q > 1$ is based on a different localization property which can be compared with other localization effects such as the existence of the free boundary $F(t)$. The following result shows such a property (Berger-Pierre [1], Brezis [10]):

**Proposition 4.17.** Let $R < R'$ and assume $u \in L^q_{\text{loc}}(B_R(0))$ satisfying equation (14) in $D'(B_R(0))$, with $g \in L^1(B_R(0))$. Then

\[
\int_{B_R(0)} |u|^q \, dx \leq C(1 + \int_{B_R(0)} |g| \, dx),
\]

(17)

where $C$ depends only on $q$, $R$ and $R'$.

**Proof.** From Kato’s inequality (see Kato [1]),

\[
\Delta u \geq (\lambda u) \text{ sign } u.
\]

Then, multiplying by sign $u$ in (93), we have

\[
-\Delta u \leq |u|^q \leq |g| \text{ in } D'(B_R(0)).
\]

(18)

Let $z \in D(B_R(0))$ be such that $0 \leq z \leq 1$ and $z = 1$ on $B_R(0)$. Multiplying (97) through by $\delta^2$, where $\delta$ is an integer, and integrating, we find

\[
\int |u|^q \, dx \leq \int |g| \, dx + C \int |u| \, dx \leq \int |g| \, dx + C \int |u|^{q+1} \, dx,
\]

(19)

provided $\alpha - 2 \geq q/(q-1)$ and we fix any such $\alpha$. The conclusion now follows easily from (19).

**Remark 4.24.** Proposition 4.17 and, in fact, the existence of solutions for $g \in L^1_{\text{loc}}(\mathbb{R}^N)$ can be extended to more general semilinear equations such as (12). If, for instance, $f(x,u) = f(u)$, $f$ must be assumed convex on $\mathbb{R}^+$, $f(s)s \geq 0$, and

\[
\int_0^{|z|^2} \frac{ds}{F(t)^{1/2}} < \infty, \quad F(t) = \int_0^t f(s) \, ds
\]

(Gallouet-Morel [3]). Note that in the case of Proposition 4.17 the strong maximum principle holds and so if, for instance, $g = 0$ in $B_R(0)$ and $g > 0$ in $\mathbb{R}^N-B_R(0)$, then $u > 0$ in $\mathbb{R}^N$. Nevertheless, Proposition 4.17 shows that, in fact, the values of $g$ in $\mathbb{R}^N-B_R(0)$ affect $u$ only mildly in $B_R(0)$; $u$ may be estimated on $B_R(0)$ independently of the values of $g$ on $\mathbb{R}^N-B_R(0)$, even if $g(x) \to +\infty$ when $|x| \to \infty$.

We shall end this subsection by giving an $L^\infty$-estimate on the set $\text{Int } N(g)$ similar to Theorem 4.8.

**Theorem 4.18.** Let $g \in L^1(\Omega)$ and $h \in W^{1,1}(\Omega)$. Assume $f$ to be a continuous real function satisfying $f(t)t \geq 0$ for $t \geq 0$. Let $u \in W^{1,1}(\Omega)$ be a $L^1$-solution (see Remark 4.21) of

\[
-\Delta u + f(u) = g \text{ in } \Omega
\]

(20)

\[
u = h \quad \text{ on } \partial \Omega.
\]

(21)

Let $D$ be a compact set of $\mathbb{R}^N$ such that $D \subset \text{int } N(g)$, and let $d = d(D, N(g))$. Then $u \in L^\infty(D)$ and

\[
||u||_{L^\infty(D)} \leq C(\|g\|_{L^1(\Omega)} + \|h\|_{L^1(\partial \Omega)})
\]

(22)

for some constant $C$ only dependent on $N$, $\Omega$ and $d$.

**Proof.** Let $g_+ \text{ and } h_+$ (respectively $g_- \text{ and } h_-$) be the positive (resp. negative) parts of functions $g \text{ and } h$. On the other hand, let $w_+ \text{ (resp. } w_-)$ be the unique solution of the problem.
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\[\nabla v = \vec{g} \text{ in } \Omega \quad (23)\]

\[v = \vec{h} \text{ on } \partial \Omega \quad (24)\]

where \(\vec{g} = g_h\), \(\vec{h} = h_h\) (resp. \(\vec{g} = -g_x\), \(\vec{h} = -h_x\)). Then, by Theorem 4.13 and Theorem 4.15 (or Theorem 4.11 after passing to the limit in \(L^p(\Omega)\), if \(u\) is any solution of (20), (21) then \(v \leq u \leq v_e\) a.e. in \(\Omega\). Thus, it is enough to prove the theorem for \(v\) solution of (23), (24) when \(\vec{g} \in L^1(\Omega)\) and \(\vec{h} \in W^{1,1}(\Omega)\). We shall first obtain an estimate of \(\|v\|_{L^1(\Omega)}\) by following an idea of Gallouet-Morel [3]. Let \(\vec{g}_n, \vec{h}_n \in C_0^\infty(\Omega)\) such that \(\vec{g}_n \rightarrow \vec{g}\) in \(L^1(\Omega)\) and \(\vec{h}_n \rightarrow \vec{h}\) in \(L^1(\partial \Omega)\). Let \(v_n \in C_0^\infty(\Omega)\) be the unique solution of (23), (24) corresponding to the data \(\vec{g}_n, \vec{h}_n\). Let \(\phi \in W^{2,p}(\Omega), \phi = 0\) on \(\partial \Omega\), \(1 < p < \infty\). One has

\[
\int_{\Omega} \vec{g}_n \phi \, dx = -\int_{\Omega} \Delta v_n \phi \, dx - \int_{\Omega} v_n \phi \, dx + \int_{\partial \Omega} \vec{h}_n \frac{\partial \phi}{\partial n} \, ds.
\]

Then

\[
\int_{\Omega} v_n \phi \, dx = -\int_{\Omega} \vec{g}_n \phi \, dx + \int_{\partial \Omega} \vec{h}_n \frac{\partial \phi}{\partial n} \, ds.
\]

(25)

For \(\psi \in C_0^\infty(\Omega)\) fixed, let \(\phi \in W^{2,p}(\Omega), 1 \leq p < \infty\) such that \(-\Delta \psi = \psi, \psi = 0\) on \(\partial \Omega\). By the \(W^{2,p}\)-regularity (see Subsection 4.1c) we have that

\[
||\phi||_{W^{2,p}(\Omega)} \leq C ||\psi||_{L^p(\Omega)} \leq C ||\psi||_{L^\infty(\Omega)},
\]

where \(C\) denotes some constants dependent only on \(\Omega\) and \(p\). Taking some \(p > N\), by the Sobolev theorem we conclude

\[
||\phi||_{L^\infty(\Omega)} \leq C ||\psi||_{L^\infty(\Omega)} \quad \text{and} \quad ||\frac{\partial \phi}{\partial n}||_{L^\infty(\Omega)} \leq C ||\psi||_{L^\infty(\Omega)}.
\]

Then, for all \(\psi \in L^\infty(\Omega)\),

\[
\int_{\Omega} v_n \psi \, dx \leq C \left( ||\vec{g}_n||_{L^1(\Omega)} + ||\vec{h}_n||_{L^1(\partial \Omega)} \right) ||\phi||_{L^\infty(\Omega)}.
\]

Thus

\[
||v_n||_{L^1(\Omega)} \leq C \left( ||\vec{g}_n||_{L^1(\Omega)} + ||\vec{h}_n||_{L^1(\partial \Omega)} \right).
\]

(25')

From this inequality (with \(v_n, v_m\) instead of \(v_n\)) we conclude that \(v_n\) is a Cauchy sequence in \(L^1(\Omega)\). Then there exists a \(w \in L^1(\Omega)\) such that \(v_n \rightarrow w\) in \(L^1(\Omega)\). To prove that \(w = v\) a.e., we note that, by passing to the limit in (25),

\[
\int_{\Omega} (v - w) \Delta \phi \, dx = -\int_{\Omega} \vec{g} \phi \, dx + \int_{\partial \Omega} \frac{\partial \vec{h}}{\partial n} \phi \, ds.
\]

On the other hand, it is easy to show the existence of \(\bar{v}_n \in \mathcal{D}(\bar{\Omega})\) such that \(\bar{v}_n \rightarrow v\) in \(W^{1,1}(\Omega)\) and \(\bar{\Delta} \bar{v}_n \rightarrow \Delta \bar{v}\) in \(L^1(\Omega)\). Then,

\[
-\int_{\Omega} \bar{\Delta} \phi \bar{v}_n \, dx = -\int_{\partial \Omega} \frac{\partial \bar{h}}{\partial n} \bar{v}_n \, ds - \int_{\Omega} \bar{\Delta} \bar{v}_n \phi \, dx,
\]

and as \(\Delta \bar{v}_n \rightarrow \bar{v}\) in \(L^1(\Omega)\) and \(\bar{\Delta} \bar{v}_n \rightarrow \Delta \bar{v}\) in \(L^1(\partial \Omega)\) (since \(\bar{v}_n \rightarrow v\) in \(W^{1,1}(\Omega)\)), we conclude that

\[
\int_{\Omega} (v - w) \Delta \phi \, dx = 0
\]

for all \(\phi \in C_0^\infty(\Omega)\) with \(\phi = 0\) on \(\partial \Omega\). Again, this implies that \(\int_{\Omega} (v - w) \phi \, dx = 0\) for all \(\phi \in \mathcal{D}(\Omega)\) and, therefore, \(w = v\) a.e. In consequence,

\[
||v||_{L^1(\Omega)} \leq C (||\vec{g}||_{L^1(\Omega)} + ||\vec{h}||_{L^1(\partial \Omega)}).
\]

Finally, let \(D\) be compact and \(D = \text{Int } N(g)\). Then, \(v \in W^{2,p}(D)\) for every \(1 \leq p < \infty\) (since \(\Delta v = 0\) in \(D\)) and, by the results of Agmon-Douglis-Nirenberg [1],

\[
||v||_{W^{2,p}(D)} \leq C (||\Delta v||_{L^\infty(N(\bar{g}))} + ||v||_{L^\infty(N(\bar{g}))}) \leq C ||v||_{L^1(\Omega)}.
\]

Taking \(p > N\), we conclude the proof by applying the Sobolev Inclusion Theorem.

Remark 4.25. As in Remark 4.12, we point out that the estimate (22) is not sharp. For instance, better estimates can be obtained under growing conditions on \(f(u)\) (see Gallouet-Morel [3]). Finally, we note that the duality arguments used in the proof of Theorem 4.18 are also available for a general second order linear operator such as that given in (1) (see Kato [1], Baras-Pierre [1]).
4.2. Abstract results. Accretive operators. Application to quasilinear equations

As already indicated, the existence of solutions in $L^1(\Omega)$ of the monotone semilinear equation (4) (Theorem 4.13) was given in Brezis-Strauss [1] for an abstract formulation: let $\Omega$ be any measure space and let $A$ be an unbounded linear operator from $L^1(\Omega)$ into $L^1(\Omega)$ which satisfies the following conditions:

\[ A \text{ is closed, } D(A) \text{ is dense in } L^1(\Omega) \text{ and, for any } \lambda > 0, 1 + \lambda A \text{ maps } D(A) \text{ one-to-one onto } L^1(\Omega), \text{ and } (1 + \lambda A)^{-1} \text{ is a contraction} \] (26)

in $L^1(\Omega)$.

For any $\lambda > 0$ and $g \in L^1(\Omega)$, \( \sup_{\Omega} (1 + \lambda A)^{-1} g \leq \max \{0, \sup_{\Omega} g\} \) (27)

(if sup g = $\infty$, this assumption is empty).

There exists $\alpha > 0$ such that

\[ \alpha \|u\|_{L^1} \leq \|Au\|_{L^1} \text{ for all } u \in D(A). \] (28)

Theorem 4.19. Let $\beta$ be a maximal monotone graph of $\mathbb{R}^2$ with $0 \in \beta(0)$. Then, for every $g \in L^1(\Omega)$ there exists a unique $u \in D(A)$ such that

\[ Au(x) + \beta(u(x)) \ni g(x) \text{ a.e.} \] (29)

Moreover, if $g, \bar{g} \in L^1(\Omega)$ and $u, \bar{u}$ are the corresponding solutions of (29) then

\[ \|((\bar{g} - Au) - (g - Au))\|_{L^1} \leq \|\bar{g} - g\|_{L^1}. \] (30)

If in addition $\bar{g} \leq g$ a.e. then $\bar{g} - Au \leq g - Au$ a.e. and $\bar{u} \leq u$ a.e. Finally, if $g \in L^p(\Omega) \cap L^1(\Omega)$, $1 \leq p < \infty$ then $\|g - Au\|_{L^p} \leq \|g\|_{L^p}$.

For the application to second order semilinear elliptic equations, we consider that $\Omega$ is an open bounded regular set of $\mathbb{R}^N$ and $L$ is the differential operator given in (1) with coefficients $a_{ij}$, $b_i$ and a satisfying the conditions there indicated. We define the realization of $L$ on $L^1(\Omega)$ by

\[ D(A) = \{ u \in W_0^{1,1}(\Omega) : Lu \in L^1(\Omega) \text{ in the "very weak sense"} \}

\[ Au = Lu \text{ for } u \in D(A). \]

We also define the natural realization of $L$ on $L^p(\Omega)$ for $1 < p < \infty$ by

\[ D(\lambda A) = W_0^{1,p}(\Omega) \cap W_0^{1,\infty}(\Omega), A_{\lambda} u = Lu, \text{ for } u \in D(\lambda A). \]

In Brezis-Strauss [1] is proved:

Theorem 4.20. The operator $A$ satisfies conditions (26) and (27). Moreover, $D(A) \subset W_0^{1,q}(\Omega)$ for $1 \leq q < N/(N-1)$ and for some $\alpha = \alpha(q) > 0$

\[ \alpha \|u\|_{W^{1,q}} \leq \|Au\|_{L^1} \text{ for } u \in D(A). \] (31)

Finally, $A$ is the closure in $L^1(\Omega)$ of the operator $A_2$.

Remark 4.26. Theorem 4.20 is proved by using some duality arguments. In fact the same conclusion holds for Neumann or Robin boundary conditions (see Brezis-Strauss [1], Pazy [2], Fattorini [1] and Amann [3]). We also mention here the treatment made in Benilan [6] for abstract semilinear operators.

The abstract result given in Theorem 4.19 has several possible generalizations in the case in which $A$ is a nonlinear operator. Those generalizations use the notion of accretive operator on a Banach space $X$. Such a class of operators is defined, in contrast with the class of monotone (or pseudo-monotone) operators, from $D(A) \subset X$ into $X$. Nevertheless, the two notions of operators are not very far apart; indeed, in the particular case of $X = H$ a Hilbert space, both classes of operators are the same. There exist several equivalent definitions of accretive operators. One of them has its starting point in Definition 4.4. For monotone operators on a Hilbert space $X = HA$ is monotone if

\[ \langle v - \bar{v}, u - \bar{u} \rangle_H \geq 0 \quad \forall u, \bar{u} \in D(A), v \in Au, \bar{v} \in A\bar{u}. \] (32)

It is easily seen that this is equivalent to saying that $(1 + \lambda A)^{-1}$ is a contraction on $H$, for every $\lambda > 0$, i.e.,

\[ \|u - \bar{u}\|_H \leq \|u - \bar{u} + \lambda(v - \bar{v})\|_H \quad \forall u, \bar{u} \in D(A), v \in Au, \bar{v} \in A\bar{u}. \] (33)

Expression (33) makes sense for a general Banach space $X$.

Definition 4.6. An operator $A_2 : D(A) \subset X + X(X)$ is called accretive if for every $u, \bar{u} \in D(A)$, $v \in Au, \bar{v} \in A\bar{u}$ and $\lambda > 0$

\[ \langle v - \bar{v}, u - \bar{u} \rangle_H \geq 0 \quad \forall u, \bar{u} \in D(A), v \in Au, \bar{v} \in A\bar{u}. \] (34)
\[ \|u - \bar{u}\|_X \leq \|u - \bar{u} + \lambda(v - \bar{v})\|_X \] 

holds. If \( X \) is a Banach lattice, then \( A \) is called \( T \)-accretive if
\[ \| (u - \bar{u})^+ \|_X \leq \| (u - \bar{u} + \lambda(v - \bar{v}))^+ \|_X \].

Remark 4.27. In fact, if \( X \) is a normal Banach lattice (i.e., such that \( \|x^n\| \leq \|y^n\| \) and \( \|x^n\| \leq \|y^n\| \) implies \( \|x\| \leq \|y\| \)) then any \( T \)-accretive operator is accretive. This is the case for \( X = L^p(\Omega) \) and \( X = C_0^0(\Omega) \). On the other hand, by defining the bracket \([\ , \] \) on \( X \times X \) by
\[ [x,y] = \lim_{\lambda \to 0} \| \lambda x + y \| - \|x\| = \inf_{\lambda > 0} \| \lambda x + y \| - \|x\|, \] it is easy to check that \( A \) is accretive if and only if
\[ [v - \bar{v}, u - \bar{u}] \geq 0 \quad \forall u, \bar{u} \in D(A), \quad v \in Au, \quad \bar{v} \in A\bar{u}. \]

It is not difficult to compute such a bracket when \( X = L^p(\Omega), 1 \leq p < \infty \) or \( X = C_0^0(\Omega) \) (see e.g. Sato [1]).

We point out that in assumption (26) the linear operator \( A \) is supposed to be accretive in \( L^1(\Omega) \) (\( (I + i\lambda A)^{-1} \) is a contraction) and that assumption (27) coincides with the condition of \( T \)-accretiveness in \( L^m(\Omega) \) for linear operators. One of the possible generalizations of Theorem 4.19 will be given for the class of nonlinear operators \( A \) which are accretive in \( L^1(\Omega) \) and \( T \)-accretive in \( L^m(\Omega) \). A general sample of this class of operators can be obtained from the subdifferential of suitable convex l.s.c. functions on \( L^2(\Omega) \), as the following result, due to Benilan-Picard [1], shows.

Theorem 4.21. Let \( \Omega \) be a bounded open set of \( \mathbb{R}^N \) and let \( \phi: L^2(\Omega) \to (-\infty, \infty] \) convex, l.s.c., \( \phi \neq +\infty \). Then the following properties are equivalent:

(i) \( A_p \) is accretive,

(ii) \( A_p \) is closed (i.e., \( A_p = A_p \)) and \( A_p \) defined by \( D(A_p) = \{ u \in L^p(\Omega) : \exists \phi(u) \in L^p(\Omega) \neq \emptyset \} \) and
\[ A_p u = \partial \phi(u) \cap L^p(\Omega), \quad u \in D(A_p). \]

Then \( A_p \) is accretive (resp. \( T \)-accretive) in \( L^p(\Omega) \).

\[ \begin{array}{c}
(34) \|u - \bar{u}\|_X \leq \|u - \bar{u} + \lambda(v - \bar{v})\|_X \\
(35) \| (u - \bar{u})^+ \|_X \leq \| (u - \bar{u} + \lambda(v - \bar{v}))^+ \|_X \\
(36) [x,y] = \lim_{\lambda \to 0} \| \lambda x + y \| - \|x\| = \inf_{\lambda > 0} \| \lambda x + y \| - \|x\|, \\
(37) [v - \bar{v}, u - \bar{u}] \geq 0 \quad \forall u, \bar{u} \in D(A), \quad v \in Au, \quad \bar{v} \in A\bar{u}. \\
(38) A_p u = \partial \phi(u) \cap L^p(\Omega), \quad u \in D(A_p). \\
\end{array} \]
Proposition 4.23. Let $J: \Omega \times \mathbb{R}^N \to [0,\infty]$ such that $J(x,0) = 0$, $J(x,\xi)$ is convex and l.s.c. on $\xi$ and measurable in $x$. Let $J: \Omega \to [0,\infty]$ such that $J(x,0) = 0$, $J(x,r)$ is convex and l.s.c. on $r$ and measurable in $x$. Consider now $\phi: L^2(\Omega) \to [0,\infty]$ given by

$$\phi(u) = \int_{\Omega} J(x,\nabla u) \, dx + \int_{\partial \Omega} j(x,u) \, dx$$

$$+ \infty \quad \text{otherwise.}$$

Then $\phi$ is a convex function satisfying (39). Moreover, if

$$\forall \varepsilon > 0 \exists \varrho \in L^1(\Omega) \text{ such that } |\varrho| \leq \varepsilon(x) + \varepsilon_j(x,\xi) \text{ a.e. } x \in \Omega, \forall \varepsilon \in \mathbb{R}^N,$$

then $\phi$ is l.s.c. $\alpha$

As a consequence of Proposition 4.23 and Theorem 4.21 the operators $\Lambda_p$ defined from $\Phi$ are $m$-accretive operators in $L^p(\Omega)$. Nevertheless, the identification of the subdifferential $\Phi$ is not easy, in general. If, for instance, $J$ and $j$ do not depend on $x$, Attouch-Damlamian [1] showed that the graph of $\Phi$ is the operator of graph given by

$$\{(u,v) \in (W^{1,1}(\Omega) \cap L^2(\Omega)) \times L^2(\Omega) : \exists \varrho \in L^1(\Omega)^N \text{ with } A \in \partial J(\varrho) \text{ a.e., }$$

$$\text{ div } A \in L^2(\Omega), \int_{\Omega} (u \text{ div } A + A \cdot \nabla v) = 0 \text{ and }$$

$$v \in \text{ div } A + \partial J(u) \text{ a.e. on } \Omega.\}$$

In the particular case $J(x) = \frac{1}{p} |\xi|^p$ and $j \equiv 0$ we have that $\Phi(u) = -\partial J(u)$ for $u \in \text{Dom}(\Phi)$ and so, formally, the operator $\Lambda_p$ is $m$-accretive in $L^1(\Omega)$ as well as in $L^p(\Omega)$. A more exact result for this operator is due to Gariepy-Pierce [1]:

Proposition 4.24. Let $\Lambda_p = \partial \Phi$ corresponding to $J(x) = \frac{1}{p} |\xi|^p$ and $j \equiv 0$, then the operator $\Lambda_p = \partial \Phi$ (closure in $L^1(\Omega)$ of $\Lambda_p$) is an $m$-accretive operator in $L^1(\Omega)$ and $T$-accretive in $L^p(\Omega)$. Moreover,

$$\text{Dom}(\Lambda_p) = \{u \in W^{1,p}(\Omega) : |\nabla u|^p - 2\varrho \in L^1(\Omega)^N \text{ and } \Lambda_p u \in L^1(\Omega).\}$$

Finally, if $u \in \text{Dom}(\Lambda_p)$, then $u \in W^{1,p}(\Omega)$ for $1 \leq s < N(p-1)/(N-1)$, and there exists $\alpha = \alpha(s,p) > 0$ such that

$$a(u)^{p-1} \leq |\nabla u|^p \quad \text{on } \Omega,$$

for every $u \in \text{Dom}(\Lambda_p)$.

Remark 4.25. Proposition 4.24 may be interpreted as a partial generalization of Theorem 4.20. We point out that the question of knowing the exact realization of $\Lambda_p u$ in $L^1$ seems to be an open question (note that in (42) the only an inclusion). We also mention that, in the papers mentioned more general examples are considered, including, for instance, the case of non-linear boundary conditions.

The class of $m$-accretive operators $A$ on $L^1$ which are also $T$-accretive in $L^p$ has been studied in Lé [1] and allows generalization of Theorem 4.19 under different "coercivity" assumptions on $A$ or on the graph . See Benilan [2], [3], [4]. One of these generalizations is the following:

Theorem 4.25. Let $A$ be an $m$-accretive operator in $L^1(\Omega)$ being also $T$-accretive in $L^p(\Omega)$. Assume that

$$A^{-1} \text{ is bounded and continuous}$$

Let $\beta$ be a maximal monotone graph of $\mathbb{R}^2$ with $0 \in \beta(0)$. Then, for every $g \in L^1(\Omega)$ there exists a unique $u \in \text{Dom}(A)$ such that

$$Au + \beta(u(x)) \ni g(x) \quad \text{a.e..}$$

Moreover, if $u, \tilde{u} \in L^1(\Omega)$ and $u, \tilde{u}$ are the corresponding solutions of (45) then

$$||I(\tilde{u} - g) - (u\tilde{u})||_{L^1} \leq ||\tilde{u} - g||_{L^1}.$$

If in addition $\tilde{u} \leq g$ a.e. then $\tilde{u} - g \leq u$ a.e. and $\tilde{u} \leq u$ a.e. Finally, if $g \in L^p(\Omega) \cap L^1(\Omega)$, $1 \leq p \leq \infty$, then $||g - u||_{L^p} \leq ||g||_{L^p}$.

Remark 4.26. Theorem 4.25 may be applied to the operator $A$ of Proposition 4.24 (the proof of (44) is similar to that of (43)). In consequence, we have existence, in $L^1$, of solutions of

$$-\Lambda_p u + \beta(u) \ni g \text{ in } \Omega$$

$$u = 0 \quad \text{on } \partial \Omega.$$
The case of nonhomogeneous boundary conditions is also available from the results of Benilan [4].

**Remark 4.30.** The theory of accretive operators is of great interest when solving abstract Cauchy problems. From the Crandall-Liggett theorem (Crandall-Liggett [1]) it is enough to assume that $A$ is an accretive operator satisfying the range condition. In this way, the solution of an evolution problem is reduced to the consideration of the associated stationary problem. For this reason, the results of this section will be used in the consideration of the associated nonlinear parabolic equations (Diaz [7]). The results will also be useful in studying the porous media equation (see the Introduction). We note that the range condition for the realization in $L^1(\Omega)$ of the operator $-\Delta \phi(u)$ is reduced, by a trivial change of variable, to the study of the semilinear problem (4), (5).

**Remark 4.31.** We make several comments on the different equations considered in Section 2.4 devoted to nonisotropic equations and their relations with accretive operators. First of all, we note that the operation associated to equation (8) of this section is again an $m$-$\tau$-accretive operator in $L^p(\Omega)$, for every $1 \leq p \leq \infty$ (see Proposition 4.23) (see also Cortazar [1]). With respect to the equation with a convection term (equation (8) of Section 2.4), we remark that the accretiveness in $L^1(\Omega)$ of the associated operator is a direct consequence of Theorems 4.11 and 4.12. A more detailed study of such operators is made by Benilan [5], Benilan-Tourié [1] and Wolanski [1]. Finally, with respect to the fully nonlinear equation (34) of Section 2.4 we mention that the accretiveness in $L^m(\Omega)$ of the associated operator was already pointed out by Evans [1], [2], and Benilan-Catté [1] and Lions-Nisio [11] for the special case of the operator associated to the Hamilton-Jacoqui-Bellman equation. We remark that the proof of Proposition 2.43 is similar to that of Theorem 4.13.

4.3. **BIBLIOGRAPHICAL NOTES**

The proof of Theorem 4.2 is standard; the one given here is taken from Bernis [2].

The local $L^\infty$-estimates on the interior of the set $N(\eta)$ (Theorems 4.8 and 4.18) are the consequence of well-known results but no explicit reference

concerning the statements proved here seems to exist in the literature.

The proof of Theorem 4.11 is adapted from Benilan [5], and that of Theorem 4.12 is due to Diaz-Pierre [1] (see also Gagneux [1]). Note that the $T$-accretiveness in $L^1(\Omega)$ of the corresponding operators is a direct consequence of the $L^1$-estimates given there.

Another kind of localization property for bounded domains is given by Lasry-Lions [1]. Finally, fully nonlinear equations in $\mathbb{R}^N$ without growing conditions at the infinite are studied by G. Diaz [5].

Recently J.M. Morel and S. Solimini have proven that Theorems 4.15 and 4.18 remain true assumed $f(x,t) \geq -\lambda_1 t$, for a.e. $x \in \Omega$ and any $t > 0$, where $\lambda_1$ is the first eigenvalue of the Laplacian with Dirichlet boundary condition in $\Omega$. 
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