
Journal of Pure and Applied Algebra 179 (2003) 241–254
www.elsevier.com/locate/jpaa

Polynomial images of Rn

Jos&e F. Fernando1 , J.M. Gamboa∗;1
Depto de Algebra, F. Ciencias Matem�aticas, Universidad Complutense de Madrid, 28040 Madrid, Spain

Received 20 May 2001; received in revised form 9 January 2002
Communicated by M.-F. Roy

Abstract

Let R be a real closed 0eld and n¿ 2. We prove that: (1) for every 0nite subset F of Rn,
the semialgebraic set Rn \ F is a polynomial image of Rn; and (2) for any independent linear
forms l1; : : : ; lr of Rn, the semialgebraic set {l1 ¿ 0; : : : ; lr ¿ 0} ⊂ Rn is a polynomial image
of Rn.
c© 2003 Published by Elsevier Science B.V.

MSC: 14P10; 14Q99

1. Introduction

Let R be a real closed 0eld and m; n be positive integers. A map f = (f1; : : : ; fn):
Rm → Rn is said to be polynomial if the functions fi ∈R[x1; : : : ; xm].

A celebrated theorem of Tarski–Seidenberg [2, 1.4] says that the image of any
polynomial map f :Rm → Rn is a semialgebraic subset of Rn, i.e. it can be written as
a 0nite union of subsets de0ned by a 0nite conjunction of polynomial equalities and
inequalities. We study some kind of converse of this result.

In an Oberwolfach week [4], the second author proposed to characterize the semi-
algebraic sets of Rn which are polynomial images of Rm. In particular, the open ones
deserve a special attention, in connection with the real Jacobian Conjecture [7].

First of all, we introduce some notation and terminology. Let S be a semialgebraic
subset of Rn. We de0ne the exterior boundary �S of S by �S = AS \ S where AS denotes
the closure of S in Rn with respect to the usual topology. We will denote by AS

zar
the
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closure of S in Rn with respect to the Zariski topology. We say that a subset A of Rn

is irreducible if its Zariski closure is an irreducible algebraic set.
Now we show some necessary conditions for a subset S ⊂ Rn to be a polynomial

image of Rm. For m=n=1 the problem is trivial: the images of polynomial maps R → R
are singletons, unbounded closed intervals and the whole R. In the general case, by
Tarski–Seidenberg Theorem [2], S is semialgebraic and semialgebraically connected.
Moreover, S is irreducible and pure dimensional; this is an easy consequence of the
identity principle for polynomials.

This problem can be also stated in other contexts: regular, Nash, analytic, etc. In
fact, Shiota (private comm.) has proved the following result:

Theorem 1.1 (Shiota). An irreducible; semialgebraic; connected and pure m-
dimensional subset X ⊂ Rn is the image of Rm for some Nash map f :Rm → Rn

if and only if there exists a Nash curve � :R → X which meets each connected
component of the regular locus of X.

As we will see immediately, some extra constrains appear in the polynomial case.
Following Jelonek [6] and Delfs-Knebush [3, Section 9], we recall that a polynomial
map f :Rm → Rn is semialgebraically proper at a point p∈Rn if there exists an open
neighbourhood K of p in Rn such that the restriction

f−1(K) → K
x �→ f(x)

is a semialgebraically proper map. We denote by Sf the set of points p∈Rn at which
f is not semialgebraically proper. A parametric semiline of Rn is a non-constant poly-
nomial image of R; it is semialgebraically closed since every polynomial map R → Rn

is semialgebraically proper [5]. For dimension 2, Jelonek proves:

Theorem 1.2 (Jelonek [6]). Let f :R2 → R2 be a dominant polynomial map. Then
Sf is a :nite union of parametric semilines.

As easy consequences of this we state

Remark 1.3. Let f :Rm → Rn be a polynomial map and S = f(Rm). Then:
(1) �S ⊂ Sf. If p∈ �S \Sf, then there exists an open neighbourhood K of p such

that the restriction f−1(K) → K of f is proper, and so its image K ∩ S is a closed
subset of K . Hence, p∈K ∩ AS = K ∩ K ∩ S = K ∩ S, a contradiction.

(2) Suppose m = n = 2, and let � be a one-dimensional irreducible component of
�S

zar
. Then � is the Zariski closure of a parametric semiline of R2. Indeed, f is a

dominant map, and so, by Theorem 1.2, Sf is a 0nite union of parametric semilines
M1; : : : ; Ms of R2. Therefore, � ⊂ �S

zar ⊂ Sf
zar

=M1
zar ∪ · · · ∪Ms

zar
, and since � and

the Mi
zar

’s are irreducible, we deduce � = Mi
zar

for some i.
(3) Let S ⊂ Rn be a polynomial image of Rm and p :Rn → R be a polynomial

function which is nonconstant on S. Then p(S) ⊂ R is unbounded.
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Indeed, if S = f(Rm) for some polynomial map f :Rm → Rn, then for each point
a∈Rm; p(S) would contain the image ’a(R) of the polynomial map ’a(t)=p(f(ta)).
If ’a(R) were bounded for all a then, for each a; ’a(R) would be a point, say ra.
Therefore, given two points a; b∈Rm we would have

p(f(a)) = ra = ’a(0) = ’b(0) = rb = p(f(b))

and so, p would be constant on S, a contradiction.
Thus, all linear projections of S are either a point or unbounded. In particular, S is

also unbounded or it is a point.
The 0rst examples one tries to realize as polynomial images are semialgebraic subsets

of R2:

Examples 1.4. (i) The exterior S = {u2 + v2 ¿ 1} of the closed unit disc is not a
polynomial image of R2; since the only irreducible component of its exterior boundary
is the unit circle which; being bounded; is not a parametric semiline.

(ii) None of the sets S1 = {uv¡ 1} and S2 = {u¿ 0; uv¿ 1} is a polynomial image
of R2, because the common Zariski closure of their exterior boundaries is the hyperbola
uv = 1 which is not a parametric semiline.

(iii) The punctured plane S = R2 \ {(0; 0)} is the image of the polynomial map:

(x; y) �→ (xy − 1; (xy − 1)x2 − y):

(iv) The open half-planes are polynomial images of R2. For, it suOces to verify that
the upper half plane H : v¿ 0 is the image of the polynomial map

(x; y) �→ (y(xy − 1); (xy − 1)2 + x2):

Probably, this is the simplest polynomial map whose image is H.
In fact, our main results are generalizations of the two last examples above:

Theorem 1.5. Let n¿ 2. For every :nite subset F of Rn; the semialgebraic set Rn \F
is a polynomial image of Rn.

Theorem 1.6. Let n¿ 2. For any independent linear forms l1; : : : ; lr of Rn; the open
semialgebraic set {l1 ¿ 0; : : : ; lr ¿ 0} ⊂ Rn is a polynomial image of Rn.

Until now, the known open sets which are polynomial images of R2 (see for instance
[8]) have irreducible exterior boundary and they are deformations of the open upper
half-plane {y¿ 0}. In [4,8], the authors outline the problem of 0nding out whether or
not the open quadrant Q = {x¿ 0; y¿ 0} is a polynomial image of R2; note that the
exterior boundary of Q is not irreducible. This is a crucial particular case of 1.6. The
best known approach to the solution of the problem was given by the double quadratic
transform

(x; y) �→ (x4y2; x2y4)

whose image is Q ∪ {(0; 0)}. In Section 3 we will prove that in fact:

Theorem 1.7. The quadrant Q is a polynomial image of R2.
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The proof consists of two parts. The 0rst one is the choice of a good candidate
to have the quadrant as image. In Section 3 we will give enlighting arguments to
explain the reason of our choice. The second one is devoted to check that actually the
image of the chosen map is the open quadrant. After some preparation the question
is reduced to prove the nonexistence of real roots of some univariate polynomials on
certain intervals, and to compare some rational functions on those intervals. Due to the
high degree of the involved polynomials we have used a package which performs the
Sturm algorithm [2, 1.2.10].

The particular case of the quadrant is the key to prove Theorem 1.6:

Proof of Theorem 1.6. It is clear that after a linear change of coordinates; we can
suppose that l1 = x1; : : : ; lr = xr and then; we only have to prove that for every pair of
positive integers r6 n the semialgebraic set {x1 ¿ 0; : : : ; xr ¿ 0} ⊂ Rn is a polynomial
image of Rn. It is not diOcult to see that this reduces to prove that:

(a) H={x1 ¿ 0} and Q={x1 ¿ 0; x2 ¿ 0} ⊂ R2 are polynomial images of R2; which
is true by Example 1.4 (iv) and 1.7.

(b) O= {x1 ¿ 0; x2 ¿ 0; x3 ¿ 0} ⊂ R3 is a polynomial image of R3. To show this; we
proceed as follows: let H1; H2 :R2 → R2 be polynomial maps whose respective
images are H and Q. Now consider the maps:

(H1; idR) :R3 = R2 × R → R3 = R2 × R
(idR; H2) :R3 = R× R2 → R3 = R× R2:

Then; O is the image of the map H = (idR; H2) ◦ (H1; idR) :R3 → R3.

The proofs of Theorems 1.5 and 1.7 are written just in the case that R = R is the
0eld of real numbers. For both of them explicit polynomial maps with the prescribed
image are found. Hence, the usual transfer trick (to see the coeOcients of the involved
polynomials as new variables, [2]) extends the results to arbitrary R.

2. Complementary set of a $nite set

The purpose of this section is to prove Theorem 1.5.

Proof of Theorem 1.5. Let F={p1; : : : ; pk}. We can assume that each pj=(aj; 0̃)∈R×
Rn−1 for some aj ∈R.

Indeed, after a linear change of coordinates we have pj = (a1j; : : : ; anj) such that
a1j �= a1l if j �= l. Then, there exists a polynomial P1 ∈R[T ] such that P1(a1j) = anj,
and so, if x′ = (x1; : : : ; xn−1), the polynomial map

h1 :Rn → Rn : (x′; xn) �→ (x′; xn + P1(x1))

is bijective and for p′
j = (a1j; : : : ; a(n−1) j; 0) it holds h1(p′

j) = pj. Analogously, let
P2 ∈R[T ] be such that P2(a1j) = a(n−1)j , and p′′

j = (a1j; : : : ; a(n−2)j ; 0; 0). Then, the
polynomial bijection

h2 :Rn → Rn: (x′′; xn−1; xn) �→ (x′′; xn−1 + P2(x1); xn);
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where x′′ = (x1; : : : ; xn−2), satis0es h2(p′′
j ) =p′

j. Thus, the polynomial bijection h1 ◦ h2

maps p′′
j to pj. In this way we construct, inductively, a polynomial bijection h :Rn →

Rn such that h(qj)=pj for qj =(a1j; 0̃). Therefore, if G={q1; : : : ; qk} and g :Rn → Rn

is a polynomial map such that g(Rn) = Rn \ G, then h ◦ g(Rn) = Rn \ F . So, in what
follows we suppose that pj = (aj; 0̃).

Now, let r be an integer such that r �= a1 − aj for j = 1; : : : ; k; +(x) =
∑n

j=3 x2j and

,(x) =
k∏

j=1

(x1x2 − r + a1 − aj):

We claim that the image of the polynomial map f = (f1; : : : ; fn) given by

f(x) = (x1x2 − r + a1; x41,(x) + x21+(x) + x2; x3; : : : ; xn)

is Rn \ F .
Indeed, suppose 0rst that there exists b = (b1; : : : ; bn)∈Rn such that f(b) = p‘ for

some ‘ = 1; : : : ; k. Then f1(b) = b1b2 − r + a1 = a‘ and fi(b) = 0 for i = 2; : : : ; n.
Thus, ,(b) = 0 and +(b) = 0; hence b2 = 0 and r = a1 − a‘, which is impossible. So
im(f) ⊂ Rn \F . Conversely, let u=(u1; : : : ; un)∈Rn \F . We have to solve the system
of polynomial equations:

f1(x) = x1x2 − r + a1 = u1;
f2(x) = x41,(x) + x21+(x) + x2 = u2;
fj(x) = xj = uj; j¿ 3:

If u1 = a1 − r then f(0; u2; : : : ; un)= u. If u1 �= a1 − r, substituting x2 = (u1 − a1 + r)=x1;
xj = uj for j¿ 3 in f2, we see that x1 must be a nonzero root of the polynomial

Q(T ) =
k∏

j=1

(u1 − aj)T 5 + +(u)T 3 − u2T + (r − a1 + u1)

which has odd degree (because u �∈ F) and Q(0) = r − a1 + u1 �=0. Then, if b1 is a
real root of Q we have that

f
(
b1;

u1 − a1 + r
b1

; u3; : : : ; un

)
= u:

3. The quadrant

Before entering into the proof of Theorem 1.7, we must point out that a main
diQerence between polynomials in one or two variables is that the open interval (0;+∞)
is a polynomial image of R2 but not of R. In fact, (0;+∞) is the image of R2 by
f(x; y)= (xy− 1)2 + x2. However, this polynomial is not useful to obtain Q as we see
immediately.

Remark 3.1. There is not a polynomial map

f = (P1; P2) :R2 → R2

such that f(R2) = Q and P1(x; y) = (xy − 1)2 + x2.
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Otherwise, since for each /¿ 0 the point (/2; 0)∈ AQ, the Curve Selection Lemma
[1, VIII.2.6] gives an analytic half-branch curve 0/: (0; �/) → R2 such that

lim
t→0

P1(0/(t)) = /2 and lim
t→0

P2(0/(t)) = 0:

We can write 0/(t) = (tn/u/(t); tm/v/(t)) for some n/; m/ ∈Z and some units u/; v/ in
the ring R{t} of power series in one variable, and

P1(0/(t)) = /2 + t1/(t);

where 1/ ∈R{t}. Therefore,
/2 + t1(t) = (tn/+m/u/(t)v/(t)− 1)2 + t2n/u2

/(t);

and since (/2; 0) �∈ Q, taking orders with respect to t in the previous expression, it is
not diOcult to deduce that n/ ¿ 0 and m/ =−n/. Hence we can reparametrize 0/ as

0/(s) = (2/sn/ ; s−n/3/(s))

for some unit 3/ ∈R{s} and 2/ =±1. Now,

P1(0/(s)) = (2/3/(s)− 1)2 + s2n/

and so, /2=lims→0 P1(0/(s))=(2/3/(0)−1)2. Without loss of generality we can assume
that 2/ = 1 and 3/(0) = 1 + / for in0nitely many values of /. Let us write

P2(x; y) =
∑

06i+j6d

aijxiy j:

After substituting, for these /’s,

P2(0/(s)) =
∑

06i+j6d

aij3
j
/s

(i−j)n/ =
∑

−l6i−j6r

aij3
j
/s

(i−j)n/ ;

where l¿ 0 because a00 = P2(0; 0)¿ 0. Now, since lims→0 P2(0/(s)) = 0 and 3/(0) =
1 + /, it follows, step by step, that for each 06 k6 l∑

i−j=−k

aij(1 + /) j = 0

for in0nitely many /’s, and so each ai; i+k = 0. In particular, for k = 0 we get a00 = 0,
a contradiction.

Let us now look for a polynomial map 5 :R2 → R2 that satis0es 5(R2) = Q. The
major diOculty to 0nd such a map is to get that:

The closure of its image contains the positive half-axes: (∗)
Using Theorem 1.5, to realize Q as a polynomial image of R2 it is enough to 0nd a

polynomial map P = (F;G) :R2 → R2 such that P(R2) is the disjoint union of Q and
a set of 0nite preimage.

If such a P exists it also must satisfy (∗). Then for every nonnegative numbers /; 9
there will exist analytic half-branch curve germs �/(s); :9(s) which cannot be extended
to 0 and such that

lim
s→0

P(�/(s)) = (/2; 0) and lim
s→0

P(:9(s)) = (0; 92):
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We can try parametrizations of the kind

�/(s) =
(
sn/ ;

a/0 + a/1s + · · ·
sm/

)
and :9(s) =

(
b90 + b91s + · · ·

s‘9
; sk9

)
;

and as remarked above, it is not diOcult to see that a/0; b90 must be constants (except
maybe for 0nitely many values of /; 9). In view of this, we will take curves of the
type:

�/(s) =
(
sn/ ;

1 + a/1s + · · ·
sm/

)
and :9(s) =

(
1 + b91s + · · ·

s‘9
; sk9

)
;

and in fact we choose the simplest ones, namely

�/(s) =
(
s;

1 + a/s
s

)
and :9(s) =

(
1 + b9s

s
; s3

)
:

The following pair of polynomials

F = (1− x3y + y − xy2)2 + (x2y)2 = F2
1 + F2

2

G = (1− xy + x − x4y)2 + (x2y)2 = G2
1 + G2

2

have a good behaviour along these curves in the following sense:

(a) F1 ◦ �/ ∈R[s; a/]; F1 ◦ :9 ∈R[s; b9]; F1 ◦ �/(0) = 1− a/ and F1 ◦ :9(0) = 0,
(b) G1 ◦ �/ ∈R[s; a/]; G1 ◦ :9 ∈R[s; b9]; G1 ◦ �/(0) = 0 and G1 ◦ :9(0) = 1− 3b9,
(c) F2 ◦ �/ = G2 ◦ �/ ∈R[s; a/]; F2 ◦ :9 = G2 ◦ :9 ∈R[s; b9] and

F2 ◦ �/(0) = G2 ◦ �/(0) = F2 ◦ :9(0) = G2 ◦ :9(0) = 0,
and therefore, the following properties hold:
(i) The polynomials F;G are nonnegative in R2,
(ii) F−1(0) = F−1

1 (0) ∩ F−1
2 (0) = {(0;−1)} whose image by P is {(0; 1)} and

G−1(0) = G−1
1 (0) ∩ G−1

2 (0) = {(−1; 0)} whose image by P is {(1; 0)},
(iii) P ◦ �/ = (F ◦ �/; G ◦ �/) = ((1− a/)2 + · · · ; g1(a/)s2 + · · ·) and

P ◦ :9 = (F ◦ :9; G ◦ :9) = (f1(b9)s2 + · · · ; (1− 3b9)2 + · · ·)

for certain polynomials g1 ∈R[a/]; f1 ∈R[b9]. The information above does not prove
that the image of P is the open quadrant, but guarantees the necessary condition (∗).

Remark 3.2. From (i) and (ii) above it follows also that P(R2) ⊂ Q ∪ {(1; 0); (0; 1)}
and that the preimage of {(1; 0); (0; 1)} is the 0nite set {(−1; 0); (0;−1)}. Our next aim
is to prove that the previous inclusion is; in fact; an equality. Next; if ’ :R2 → R2 is a
map with image R2 \{(−1; 0); (0;−1)} (which exists by Theorem 1.5) the composition
5 = P ◦ ’ gives the desired result.

Proof of Theorem 1.7. To prove that P(R2) ⊃ Q it is enough to show that for all
v¿ 0 the image of the restriction F : {G=v} → R contains the open interval (0;+∞).
Let us 0x from now on a positive real number v. We proceed in several steps:
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Step 1: Parametrization of the curve {G− v= 0}. Solving the equation G− v= 0,
which has degree 2 with respect to y, we obtain the roots

y+(x; v) =
1 + x + x3 + x4 +

√
;(x; v)

x(x2 + (x3 + 1)2)
;

y−(x; v) =
1 + x + x3 + x4 −√

;(x; v)
x(x2 + (x3 + 1)2)

;

where ;(x; v) = v(x2 + (x3 + 1)2)− x2(x + 1)2.

Let Dv = {x∈R: ;(x; v)¿ 0; x �=0} be its common domain and consider the func-
tions

0+v : Dv → R 0−v : Dv → R
x �→ F(x; y+(x; v)) x �→ F(x; y−(x; v))

Notice that the image F({G − v = 0}) is the union im 0+v ∪ im 0−v .
Step 2: Main properties of the functions 0+v ; 0

−
v . We show that:

(i) limx→±∞ 0+v (x) = limx→±∞ 0−v (x) = 0.

(ii) limx→0 0+v (x) = +∞; limx→0 0−v (x) =
{

+∞ for v �=1;
4 for v = 1:

In fact, a straightforward computation shows that there exist polynomials A1; A2; B1;
B2 ∈R[x; v] and C(x) = x2(x2 + (x3 + 1)2)4 such that:

(a) 0+v (x) =
A1(x; v) + B1(x; v)

√
;(x; v)

C(x)
; 0−v (x) =

A2(x; v) + B2(x; v)
√

;(x; v)
C(x)

:

(b) degx(A1) = degx(A2) = 24; degx(B1) = degx(B2) = 21:

Moreover, degx(;) = 6 and degx(C) = 26.
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Firstly we analyse the behaviour of 0+v and 0−v at in0nity. Since

;v(x) = ;(x; v) = v((x3 + 1)2 + x2)− x2(x + 1)2

has even degree and positive leading coeOcient as a polynomial in x then it is positive
for |x| large enough. Thus, from (a) and (b) we conclude (i).

Secondly, we study 0+v and 0−v at the origin. Since ;(0; v) = v¿ 0 then 0∈Dv.
Moreover, from the explicit computation of Ai; Bi, it follows that
• A1(0; v) + B1(0; v)

√
;(0; v) = v(1 +

√
v)2 ¿ 0,

• A2(0; v) + B2(0; v)
√

;(0; v) = v(1−√
v)2¿ 0 and it is 0 if and only if v = 1.

From this we conclude (ii). The precise 0nite value of limx→0 0−1 (x)=4 is irrelevant,
but to calculate it the explicit formulae of the Ai’s, Bi’s are needed.

To check that im 0+v ∪ im 0−v ⊃ (0;+∞) we must study the domain Dv. To that end
we determine the union D =

⋃
v¿0 Dv which is the set {;(x; v)¿ 0; x �=0}. For that,

0nding the value of v in the equation ;(x; v) = 0 we obtain the univariated function
de0ned over the whole R

v(x) =
x2(x + 1)2

x2 + (x3 + 1)2

whose graph is:

We claim that v(x)¡ 0:282 for x in the interval (−∞; 0). Since v(x) is continuous,
to check this it is enough to show that for v0 = 0:282 the polynomial ;(x; v0) has
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no negative root, which is veri0ed using Sturm’s algorithm. Furthermore, in view of
the previous graphics this bound seems to be quite sharp. Therefore, we will treat
diQerently the values v¿ 0:282 and 0¡v¡ 0:282. In the 0rst case we have already
proved that (−∞; 0) ⊂ Dv. Since 0+v is continuous in this interval and from the limits
computed in Step 2 we conclude:

If v¿ 0:282; im 0+v ∪ im 0−v ⊃ im 0+v ⊃ (0;+∞):

To end up with all reduces to check
Step 3: If 0¡v¡ 0:282 then im 0+v ∪ im 0−v ⊃ im 0−v ⊃ (0;+∞). For that it suOces,

using Step 2, to prove that there exist negative real numbers Nv ¡�v such that

(−∞; Nv] ∪ [�v;+∞) ⊂ Dv and 0−v (Nv)¿0−v (�v): (∗∗)
The existence of Nv; �v comes from a detailed analysis of the set Dv. We begin

computing the roots of ;v(x) in the 0eld of Puiseux series C({v∗}): these roots are
power series in C({w}) where w = v1=2, and between them we choose

3v =− 1
w

+ 1 + w + w2 +
5
2
w3 + · · · ;

1v =−w − w2 − 5
2
w3 − 6w4 + · · ·

which are the most and the less negative roots of ;v in R({v∗}) with respect to the
unique ordering of R({v∗}) that makes v¿ 0. In view of this we take

Nv =− 1
w

+ 1 + w + w2 = 3v −
(
5
2
w3 + · · ·

)
¡3v;

�v =−w − w2 − 5
2
w3 = 1v − (−6w4 + · · ·)¿1v:

It is not diOcult to show that −∞¡Nv ¡�v ¡ 0 for 0¡v¡ 0:282. To prove (∗∗)
we will proceed as follows. First, we verify that Nv; �v ∈Dv; for that, we consider the
polynomials ;(Nw2 ; w2); ;(�w2 ; w2) in the variable w and check that they are positive
in (0,0.28) using the Sturm algorithm.

Next, we prove that (−∞; Nv] ∪ [�v;+∞) ⊂ Dv. To that end, we consider the
semialgebraic set D =

⋃
v¿0 Dv = {;(x; v)¿ 0; x �=0} whose boundary is the union of
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the axis x = 0 and the curve given by the equation

v =
x2(x + 1)2

x2 + (x3 + 1)2
;

which is a graph over the axis v=0. Then, since the curves {(�v; v): 0¡v¡ 0:282} ⊂
D and {(Nv; v): 0¡v¡ 0:282} ⊂ D are graphs over the vertical axis x = 0, and for
v small enough �v ¿1v; Nv ¡3v, we conclude that the interior of Dv contains the
intervals [�v; 0) and (−∞; Nv] for 0¡v¡ 0:282.

Finally, we must only check that 0−v (Nv)¿0−v (�v). We recall that 0−v = (A2 +
B2

√
;)=C where A2; B2; ;∈R[x; v] and C ∈R[x]. Consider the polynomials

f1(w) = A2(Nw2 ; w2)w24; f2(w) = A2(�w2 ; w2);

g1(w) = B2(Nw2 ; w2)w21; g2(w) = B2(�w2 ; w2);

q1(w) = ;(Nw2 ; w2); q2(w) = ;(�w2 ; w2);

h1(w) = C(Nw2 )w26; h2(w) = C(�w2 ):

Then, we have to verify that for w in the interval (0,0.28) the function

f1=w24 + (g1=w21)
√
q1

h1=w26 − f2 + g2
√
q2

h2
¿ 0;

or equivalently, that

w2h2f1 − f2h1

h1h2
+

w5g1
√
q1

h1
− g2

√
q2

h2
¿ 0:

It is enough to check that the functions

w2h2f1 − f2h1

h1h2
;

w5g1
√
q1

h1
; −g2

√
q2

h2
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are positive in the interval (0,0.28), and so it suOces to verify that the polynomials

L =
w2h2f1 − f2h1

w4 ; g1; K =
−g2

w3

are positive in (0,0.28).

To check this we use again Sturm’s algorithm. Just the proof of the positiveness of
L in (0,0.28) requires some care. To simplify it we write L as L=L1 +L2w55 +L3w101

where L1; L2; L3 ∈R[w] are polynomials of respective degrees 54,45,49; now, applying
Sturm’s algorithm to L1; L2; L3 we observe that these three polynomials are positive in
(0,0.28), which concludes the proof.

4. Some consequences and open problems

We begin this section with some consequences of Theorem 1.7:

Corollary 4.1. Let l1; l2 be independent linear forms of R2. Then the complementary
set of the closed semialgebraic set {l1¿ 0; l2¿ 0} is a polynomial image of R2.

Proof. It is enough to consider the case l1 = x; l2 = −y. Let G1; G2 :R2 → R2 be
polynomial maps such that G1(R2) is the open quadrant Q and; with complex notation;
G2(z)= z3 where z= x+ iy. Then the composition G=G2 ◦G1 has the desired image.

We can also produce examples of open polynomial images of R2 whose exterior
boundary is not piecewise linear.

Example 4.2. Let f(x; y)=x2−y2+x3. The semialgebraic set S={f(x; y)¿ 0; x¿ 0}
is a polynomial image of R2. Consider 0rst the parametrization �(t)=(t2−1; t(t2−1))
of {f = 0}. Then; S is the image of the quadrant Q′ = {u¿ 1; v¡ − 1} under the
polynomial map

 : R2 → R2

(u; v) �→ �(u) + �(v):
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As we pointed out in the Introduction the problem discussed here can be formulated
in several contexts. In particular, we recall that a function f :Rm → R is regular if there
exist two polynomials p; q∈R[x1; : : : ; xm] such that q has no real zeros and f = p=q.
A map Rm → Rn is regular if all of its components are regular functions.

It is easy to produce examples of semialgebraic subsets of Rn, which are regular
images of Rn and not polynomial images of Rn.

Examples 4.3. (i) The images of regular functions R → R are all the nonopen intervals.
(ii) The open disc D={u2+v2 ¡ 1} is a regular image of R2. Indeed, let P :R2 → R2

be a polynomial map whose image is the upper half-plane H={v¿ 0}. With complex
notation, the M>obius transform

D: H → R2

z = u + iv �→ z − i
z + i

maps H onto D. Thus D ◦ P is a regular map whose image is D.
(iii) In contrast with the polynomial case, the exterior S of the closed unit disc of

R2 is a regular image of R2. For, let G1 :R2 → R2 be a polynomial map whose image
is the upper half-plane H = {v¿ 0} and such that the 0ber F = G−1

1 (0; 1) is a 0nite
set. By 1.5 there exists a polynomial map G2 :R2 → R2 whose image is R2 \ F . The
image of D ◦ G1 ◦ G2 (where D is the one of the previous example) is the punctured
disc D \ {(0; 0)}. Finally, the inversion

,: D \ {(0; 0)} → R2

z = u + iv �→ z
‖z‖2

is regular and has S as image.
(iv) The open band B = {u¿ 0;−1¡v¡ 1} is not a polynomial image of R2 by

1.3 (3). However, it is the image of the quadrant Q′′ = {x− y¿ 0; x + y¿ 0} under
the regular map

+: Q′′ → R2

(u; v) �→
(
u;

v
u

)
:
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4.1. Some open questions

1. We have already seen that an open polynomial image of R2 in R2 is a pure
dimensional, semialgebraically connected and semialgebraic set S such that p(S) is
unbounded for each nonconstant polynomial function p on S and whose �S

zar
is a

0nite union of Zariski closures of parametric semilines. However the converse is note
true. In a forthcoming paper we will prove, for example, that the set S={x¿ 0; y¿ 0;
x − y + 4¿ 0} is not a polynomial image of R2.

2. Analogously, it is not diOcult to check that an open regular image of R2 in R2

is a pure dimensional, semialgebraically connected and semialgebraic set S such that
its �S

zar
is a 0nite union of real algebraic curves of genus zero. Is the converse true?

Notice that in this case the set S above is the image of the band B under the map

3: B → R2

(x; y) �→ (2x; (x + y + 1)(y + 1)):

Moreover, using this set S it is not diOcult to verify that every euclidean polygon
of 3, 4 or 5 vertices is a regular image of R2. Is this true for polygons with more
vertices?

3. Related with the previous questions it seems interesting to characterize those
regular images of R2 which are not polynomial images of R2 (like the exterior of the
closed unit disc or the open band).
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