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Abstract
In this article we prove that a semialgebraic map π : M → N is a branched covering if
and only if its associated spectral map is a branched covering. In addition, such spectral
map has a neat behaviorwith respect to the branching locus, the ramification set and the
ramification index. A crucial fact to prove the preceding result is the characterization
of the prime ideals whose fibers under the previous spectral map are singletons.
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1 Introduction

The primary goal of semialgebraic geometry is to study the set of solutions of a finite
system of polynomial inequalities in a finite number of variables with coefficients
in the field R of real numbers or, more generally, in an arbitrary real closed field.
Frequently, one wants to do this without using polynomial data, as it happens in clas-
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sical (complex) algebraic geometry, where one often avoids working explicitly with
the systems of polynomials equalities and non-equalities involved. After the pioneer
work of Delfs–Knebusch [11], where they introduced locally semialgebraic spaces
and locally semialgebraic maps between them, real algebraic geometers realized the
need of constructing their abstract counterpart.

A subset M ⊂ R
m is a basic semialgebraic if it can be written as

M := {x ∈ R
m : f (x) = 0, g1(x) > 0, . . . , g�(x) > 0}

for some polynomials f , g1, . . . , g� ∈ R[x1, . . . ,xm]. The finite unions of basic semi-
algebraic sets are called semialgebraic sets. A continuous map f : M → N between
semialgebraic sets M ⊂ R

m and N ⊂ R
n is semialgebraic if its graph is a semial-

gebraic subset of R
m+n . In general, semialgebraic map refers to a (non necessarily

continuous) map whose graph is semialgebraic. However, as most of semialgebraic
functions and maps appearing in this work are continuous, we omit for the sake of
readability the continuity condition when referring to them. By Tarski-Seidenberg’s
Theorem semialgebraic sets can be characterized as the first order definable sets in the
pure field structure of R (see [34]).

The sum and product of functions defined pointwise endow the set S(M) of
semialgebraic functions on M with a natural structure of (commutative) R-algebra
with unit. The subset S∗(M) of bounded semialgebraic functions on M is an R-
subalgebra of S(M). We write S�(M) to refer indistinctly to both rings and we denote
Spec�(M) := Spec(S�(M)) the Zariski spectra of S�(M) endowed with the Zariski
topology. Recall that M is a dense subset of Spec�(M). We denote β�(M) the maxi-
mal spectrum of S�(M), that is, the set of closed points of Spec�(M). As S�(M) is
a Gelfand ring (that is, each prime ideal of S�(M) is contained in a unique maximal
ideal of S�(M), see [7]), there exists a natural retraction rM : Spec�(M) → β�(M),
which is continuous [9]. Gelfand-Kolmogorov Theorem implies thatβ(M) andβ∗(M)

are homeomorphic [33, Thm.10.1] (see [15, Thm.3.5] for an alternative proof).
Each semialgebraic map π : M → N has associated a homomorphism of R-

algebras ϕ�
π : S�(N ) → S�(M), g �→ g ◦ π . Thus, one has morphisms

Spec�(π) : Spec�(M) → Spec�(N ), p �→ (ϕ�
π )−1(p),

β�(π) := rN ◦ Spec�(π)|
β�(M)

: β�(M) → Spec�(N ) → β�(N ),

which are continuous and ‘extend’ π : M → N .
Morphisms between algebraic varieties over algebraically closed fields induce

homomorphisms between their coordinate rings and the latter induce morphisms
between their Zariski spectra. This is the classical approach to study morphisms
between ‘geometric varieties’ via ‘abstract morphisms’ between affine schemes. In
the real setting it was not clear neither which are the right rings of functions to deal
with nor which should be the ‘real affine schemes’. The pioneer works [4] of Brumfiel
and [7] of Carral–Coste pointed out that (continuous) semialgebraic functions provide
a suitable setting.
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Rings of semialgebraic functions present a key property: their Zariski and real
spectra are canonically homeomorphic [30, III.§1]. The theory of the real spectrum
introducedbyCoste andRoy [2, §7] provides powerful tools to understand the interplay
between the geometric and abstract settings. It is worthwhile to mention the theory
of real closed spaces and real closed rings developed by Schwartz [27–32], which is
much more than the abstraction of the geometric locally semialgebraic spaces studied
in [11] by Delfs–Knebusch. They are powerful tools, which involve a deep knowledge
of Commutative Algebra, that help to understand the real spectrum of a ring A, as they
reduce its study to decipher the Zariski spectrum of its real closure (which is a real
closed ring universally associated to A, see [30]). For instance, the real closure of the
ring of polynomials R[x1, . . . ,xn] is the ring S(Rn) of (continuous) semialgebraic
functions on R

n .
The literature quoted above has a foundational nature. The articles [3,12–20] are

devoted to understand the relationship between a semialgebraic map π : M → N and
its spectral map Spec�(π) : Spec�(M) → Spec�(N ) (using basic techniques that
involve less prerequisites than the techniques commented above). This article focuses
on the preceding relationship whenπ : M → N is a semialgebraic branched covering.

Branched coverings constitute a common and useful tool in many areas of Mathe-
matics that appears often in Knot Theory, Orbifolds (quotients of manifolds under the
discontinuous action of a group), (complex) Algebraic Geometry, (complex) Analytic
Geometry, Riemann surfaces, etc. Given two topological spaces X and Y , a continuous
map π : X → Y is a finite quasi-covering if it is a separated, open, closed, surjective
map whose fibers are finite (§2.1). Inspired by the theory of complex analytic cov-
erings, we propose a notion of branched covering (§2.2) adapted to find a consistent
definition of ramification index function. Roughly speaking, a finite quasi-covering
π : X → Y is a branched covering if π locally behaves as a covering with a constant
number of sheets (after removing certain subset with dense complementary, called the
ramification setRπ ). The ramification setRπ is the image under π of the branching
locus Bπ , which is the set of points of X at which π is not a local homeomorphism.
If the fibers at the points of Y \ Rπ have constant cardinality d, we say that π is a
d-branched covering. There is a well-defined notion of ramification index at a point
x ∈ M . Intuitively, it is the number of sheets that π has close to x . Example 2.26 is an
enlightening (counter-)example that shows the subtleties of the definition of branched
covering.

A first goal is to analyze the notions above in the semialgebraic setting. Semialge-
braic maps with similar properties have been already studied. For instance, Schwartz
characterized openness of semialgebraic maps π : M → N with finite fibers [28,
Thm.13]: a semialgebraic map π with finite fibers is open if and only if the homomor-
phism ϕπ : S(N ) → S(M) is flat.

The main result of this article analyzes the behavior of the spectral map associated
to a semialgebraic branched covering.

Theorem 1.1 (Spectralmap associated to a semialgebraic branched covering)Let M ⊂
R
m and N ⊂ R

n be semialgebraic sets and let π : M → N be a semialgebraic map.
The following assertions are equivalent:

(i) π is a branched covering.
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(ii) Spec�(π) : Spec�(M) → Spec�(N ) is a branched covering.
(iii) β�(π) : β�(M) → β�(N ) is a branched covering.

In addition, if such is the case, then:

• BSpec�(π)
= ClSpec�(M)

(Bπ ) and B
β�(π)

= Cl
β�(M)

(Bπ ).
• RSpec�(π)

= ClSpec�(N )
(Rπ ) and R

β�(π)
= Cl

β�(N )
(Rπ ).

The openness, closedness and surjectivity of Spec�(π) follow from [17,27]. As it is
well-known, the topological spaceSpec�(M) is in general notHausdorff. Thus, it is not
clear why the spectral map Spec�(π) of a semialgebraic branched covering π : M →
N should be a separatedmap.Wewill prove this in Proposition 3.11 through an analysis
of the effect over S�(M) of symmetric polynomials via the semialgebraic branched
covering π : M → N (similarly to [22, Thm. 12, Ch. III] for complex analytic
coverings). Once this is proved (and consequently Spec�(π) is a finite quasi-covering),
it remains to be shown that the spectral map Spec�(π) is in fact a branched covering.
To ease the presentation we include in Sect. 2 several (surely known) technical results
of topological nature that make the proof of Theorem 1.1 more readable.

Another important tool is the study of the set of points of X at which ‘there is a
complete collapse of the fibers of a finite quasi-covering π : X → Y ’. More precisely,
the collapsing set Cπ of a finite quasi-covering π : X → Y is the set of points
x ∈ X such that the fiber π−1(π(x)) is a singleton. Given a semialgebraic d-branched
covering π : M → N , our purpose is to characterize the collapsing set CSpec�(π)

of

the spectral map Spec�(π) : Spec�(M) → Spec�(N ). To that end we introduce in
Sect. 4 a map μ� : S�(M) → S�(N ), where μ�( f )(y) is ‘intuitively’ the weighted
arithmetic mean with respect to the ramification index of the values of f ∈ S�(M) at
the points of the finite fiber π−1(y). The homomorphism ϕ�

π endows S�(M) with a
natural structure of S�(N )-module and the map μ� is a homomorphism of S�(N )-
modules.

Theorem 1.2 Let π : M → N be a semialgebraic d-branched covering. Then

(i) CSpec�(π)
is the set of prime ideals of S�(M) that contain ker(μ�).

(ii) CSpec�(π)
= ClSpec�(M)

(Cπ ).

(iii) C
β�(π)

is the set of maximal ideals of S�(M) that contain ker(μ�).
(iv) C

β�(π)
= Cl

β�(M)
(Cπ ).

Semialgebraic branched coverings were implicitly introduced by Brumfiel in [4].
Given a semialgebraic set M ⊂ R

m and a closed equivalence relation E ⊂ M × M
such that the projection � : E → M is proper, it was proved in [4, Thm. 1.4] the
existence of a semialgebraic set N ⊂ R

m , a surjective semialgebraic map π : M → N
and a homeomorphism g : M/E → N such that π = g ◦ ρ, where ρ : M → M/E
is the natural projection. Scheiderer studied more general quotients in [25] and again
semialgebraic branched coverings appear. We present an enlightening related example
at the end of this paper (the Bezoutian covering). Another source of examples are
algebraic morphisms between complex algebraic curves [5,6] (after considering their
real intrinsic structures).
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Differences between the S and S∗ cases. In this article we have tried to unify the
proofs of the results for the rings S(M) and S∗(M)whenever it has been possible. For
some results certain differences appear because of the particularities of both settings.
In the S-case we have the machinery of z-ideals, which is not available in the S∗-case
(see Sect. 3.2 and Corollary 3.12). For instance, the proof of Theorem 1.2 is done in
the S-case using z-ideals and we show how one reduces the proof of Theorem 1.2 in
the S∗-case to the preceding one.

2 Branched coverings

We begin this section with some general topological facts. For each subset A of a
topological space X we denote ClX (A) and IntX (A) the closure and the interior of
A in X . In addition, #(A) denotes the cardinality of A. The following results are
straightforward, but very useful for our discussion below.

Lemma 2.1 Letπ : X → Y be a surjective map and let Z ⊂ Y . Denote T := π−1(Z).
Then for each set A ⊂ X, we have π(A ∩ T ) = π(A) ∩ π(T ). In addition,

(i) If π is open, π |T : T → Z is open.
(ii) If π is closed, π |T : T → Z is closed.

Lemma 2.2 Let π : X → Y be a continuous map and let A ⊂ X and B ⊂ Y . Then

(i) If π is open, ClX (π−1(B)) = π−1(ClY (B)).
(ii) If π is closed, π(ClX (A)) = ClY (π(A)).

In this article we study certain classes of coverings in two different topological
contexts: the semialgebraic and the spectral one. In order to analyze both contexts
simultaneously, we work in a general enough topological setting. This has forced us
to be careful when writing down the proofs. Of course, many of the them can be
shortened and simplified if we add additional hypothesis to the topological spaces (for
instance, if they are subspaces of affine spaces or if the spaces are locally connected).

2.1 Finite quasi-coverings

A continuous map π : X → Y is separated if each pair of points in the same fiber
admits disjoint neighborhoods in X . A finite quasi-covering is a separated, open and
closed surjective map π : X → Y whose fibers are finite.

Remark 2.3 Let π : X → Y be a finite quasi-covering and let Z ⊂ Y . Denote
T := π−1(Z). Then π |T : T → Z is a finite quasi-covering by Lemma 2.1.

We define next some special neighborhoods related to the points of the spaces that
appear in a finite quasi-covering.

Lemma 2.4 (Characteristic and distinguished neighborhood) Let π : X → Y be a
finite quasi-covering and let y ∈ Y be such that its fiber π−1(y) := {x1, . . . , xr } has
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r distinct points. Let W x1 , . . . ,Wxr ⊂ X be pairwise disjoint open neighborhoods of
x1, . . . , xr . Then there exists an open neighborhood V0 ⊂ Y of y such that for each
open neighborhood V ⊂ V0 of y there exist pairwise disjoint open neighborhoods
Ux1, . . . ,Uxr ⊂ X of the points x1, . . . , xr satisfying Uxi ⊂ Wxi ,

π−1(V ) =
r⊔

j=1

Ux j and π(Ux j ) = V for 1 ≤ j ≤ r . (2.1)

In addition, #(π−1(z)) ≥ r for each z ∈ V . We say that V is a distinguished
neighborhood of y (with respect to π ) and Ux1, . . . ,Uxr is a family of characteristic
neighborhoods (with respect to V ). We say that U is a characteristic neighborhood of
x ∈ X if U is a member of a family of characteristic neighborhoods with respect to a
distinguished open neighborhood of π(x).

Proof The existence of pairwise disjoint open neighborhoods Wx1 , . . . ,Wxr ⊂ X of
the points x1, . . . , xr is guaranteed because π is a separated map. As π is an open and
closed map,

V0 :=
(
Y \ π

(
X \

r⋃

j=1

Wx j
))

∩
r⋂

j=1

π(Wx j ) ⊂ Y

is an open neighborhood of y and π−1(V0) ⊂ ⋃r
j=1 W

x j . Let V ⊂ V0 be an open

neighborhood of y. Define Ux j := Wx j ∩ π−1(V ) ⊂ Wx j ⊂ X , which is an open
neighborhood of x j . Then Uxi ∩ Ux j = ∅ if i �= j and the reader can check that
equalities (2.1) follow. Once this is checked, the last part of the statement is clear. �
Remark 2.5 Let π : X → Y be a finite quasi-covering and let y ∈ Y . Let
π−1(y) := {x1, . . . , xr } and letW1, . . . ,Wk be open neighborhoods of x1, . . . , xk for
some k ≤ r . Suppose that V is a distinguished neighborhood of y and let U1, . . . ,Ur

be characteristic neighborhoods of x1, . . . , xr with respect to V . Then there exist a
distinguished open neighborhood Ṽ ⊂ V of y and characteristic neighborhoods Ũi

with respect to Ṽ (for i = 1, . . . , r ) satisfying:

• Ũi = π−1(Ṽ ) ∩Ui ∩ Wi ⊂ Ui ∩ Wi for i = 1, . . . , k
• Ũi = π−1(Ṽ ) ∩Ui ⊂ Ui for i = k + 1, . . . , r .

Indeed, it is enough to apply Lemma 2.4 to the family U1 ∩ W1, . . . ,Uk ∩
Wk,Uk+1, . . . ,Ur . Note that for each z ∈ Ṽ , we have #(π−1(z) ∩ Ũi ) = #(π−1(z) ∩
Ui ). �

The reader can check that if a distinguished neighborhood V is connected, then the
family of characteristic neighborhoods with respect to V coincides with the family of
connected components of the inverse image of V under the finite quasi-covering.

Corollary 2.6 Letπ : X → Y beafinite quasi-coveringand let y ∈ Y .Writeπ−1(y) =
{x1, . . . , xr }. Let V be a distinguished neighborhood of y and let U x1 , . . . ,Uxr be a
family of characteristic neighborhoods with respect to V . Assume that V is connected.
Then Ux1 , . . . ,Uxr are the connected components of π−1(V ).
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Definition 2.7 If π : X → Y is a finite quasi-covering, the branching locus of π is the
closed set Bπ of all points belonging to X at which π is not a local homeomorphism.
The ramification set of π is the closed setRπ := π(Bπ ) ⊂ Y . The regular locus of π

is the open set

Xreg := X \ π−1(Rπ ) ⊂ X .

We say that π : X → Y is a d-unbranched covering (for some integer d ≥ 1) if
Xreg = X and the cardinality of each fiber is equal to d. In case we do not want to
specify the integer d, we will say that π is an unbranched covering. It is important to
keep in mind that the fibers of an unbranched covering have constant cardinality (see
Examples 2.26).

Lemma 2.8 Let π : X → Y be a finite quasi-covering. Then y ∈ Y \ Rπ if and only
if there exists an open neighborhood W ⊂ Y of y such that the cardinality of the fiber
π−1(z) for each z ∈ W is constant.

Proof Let y ∈ Y and denote π−1(y) := {x1, . . . , xr }. If y ∈ Y \ Rπ there exists
an open neighborhood Ui of xi such that π |Ui : Ui → π(Ui ) is a homeomorphism
for each i = 1, . . . , r . By Remark 2.5 we can assume that U1, . . . ,Ur is a family
of characteristic neighborhoods with respect to their common image W . Thus, the
cardinality of π−1(z) is constant for z ∈ W .

Conversely, if there exists a neighborhood W ⊂ Y of y such that the cardinal-
ity of each fiber π−1(z) for z ∈ W is constant, after shrinking W if necessary we
may assume by Remark 2.5 that there exists a family of characteristic neighborhoods
Ux1, . . . ,Uxr with respect to W . Now, each restriction π |Uxi : Uxi → W must be
injective. By Remark 2.3 the surjective map π |Uxi is open and closed and therefore it
is a homeomorphism, as required. �
Corollary 2.9 Let π : X → Y be a finite quasi-covering and suppose that d :=
sup{#(π−1(y)) : y ∈ Y } < +∞. Let y ∈ Y be such that #(π−1(y)) = d. Then
y ∈ Y \ Rπ .

Proof Denote π−1(y) := {x1, . . . , xd}. Let V be a distinguished neighborhood of y
with respect to π . By Lemma 2.4 d = #(π−1(y)) ≤ #(π−1(z)) ≤ d for each z ∈ V ,
so the cardinality of the fiber π−1(z) for each z ∈ V is constant. By Lemma 2.8
y ∈ Y \ Rπ , as required. �

We finish this part with a topological property of certain finite quasi-coverings that
will be used in the proof of Theorem 1.1.

Lemma 2.10 Let π : X → Y be a finite quasi-covering such that Xreg is dense in X. If
Z is a closed nowhere dense subset of X then π(Z) is a closed nowhere dense subset
of Y .

Proof As Rπ is a closed nowhere dense subset of Y , if intY (π(Z) \ Rπ ) = ∅,
then intY (π(Z)) = ∅. Thus, we can assume Xreg = X and the statement follows
straightforwardly because π : Xreg → Y \ Rπ is a local homeomorphism with finite
fibers. �
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2.2 Branched coverings

Let π : X → Y be a finite quasi-covering, let y ∈ Y and pick x ∈ π−1(y). Let V be
an open neighborhood of y and let U be an open and closed subset of π−1(V ). By
Lemma 2.1 the restriction map π |U : U → π(U ) is also a finite quasi-covering and
Bπ |U = Bπ ∩U , so that Rπ |U ⊂ Rπ and Xreg ∩U ⊂ Ureg.

The next definition of branched covering is proposed to avoid the pathology
described in Examples 2.26 below. Such type of examples can never appear in the
context of complex analytic coverings [22, Ch. III]. The similarity of branched cover-
ings to complex analytic coverings allows us to define properly the ramification index
and to use symmetric polynomials when dealing with branched coverings, see §3.3.
These tools are crucial to prove Theorem 1.2.

Definitions 2.11 With the notations introduced above:

(i) A characteristic neighborhood U of x with respect to a distinguished neighbor-
hood V of y such that the restriction π |Ureg : Ureg → V \Rπ |U is an unbranched
covering is called an exceptional neighborhood of x (with respect to V ). If each
member of a family of characteristic neighborhoods with respect to V is excep-
tional, then V is a special neighborhood of y. In that case, we say that such a
family is a family of exceptional neighborhoods with respect to V . When it is
clear from the context we will omit with respect to V .
The number bπ (x) of sheets of π |Ureg (the common cardinality of its fibers) is the
ramification index of x relative to U . We will show in Lemma 2.14 that bπ (x)
does not depend on U .

(ii) We say that π is a branched covering if Xreg is a dense subset of X and each
y ∈ Y admits a special neighborhood.

(iii) Let π : X → Y be a branched covering. For each y ∈ Y \ Rπ there exists an
open neighborhood W of y such that the cardinality of the fibers at the points
of W is constant (Lemma 2.8). We say that π is a d-branched covering if this
constant is the same positive integer d for each point y ∈ Y \ Rπ .

Lemma 2.12 Let π : X → Y be a finite quasi-covering. Let y ∈ Y and x ∈ π−1(y).
Let U ⊂ X be a characteristic neighborhood of x with respect to a distinguished
neighborhood V ⊂ Y of y. Let G be an open dense subset ofU such that the cardinality
of the fibers of the restriction π |G : G → π(G) is constant and equal to d ∈ N. Then
π |Ureg : Ureg → V \ Rπ |U is a d-unbranched covering and U is an exceptional
neighborhood of x with respect to V .

Proof The branching locus of the finite quasi-covering π |Ureg : Ureg → V \ Rπ |U is
empty. We claim: #(π−1(z) ∩U ) = d for each z ∈ π(G).

Let z ∈ π(G). By hypothesis #(π−1(z)∩G) = d. Assumem := #(π−1(z)∩U ) >

d and let V0 ⊂ π(G) be a distinguished neighborhood of z. Let U01, . . . ,U0m be a
family of characteristic neighborhoods with respect to V0. As G is dense in U , the
intersection G ∩U0i is dense inU0i , so by Lemmas 2.1 and 2.2

⋂m
i=1 π(G ∩U0i ) is a

dense open subset of V0. If z′ ∈ ⋂m
i=1 π(G∩U0i ), then d = #(π−1(z′)∩G) ≥ m > d,

which is a contradiction.
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We prove next: #(π−1(y) ∩U ) = d for each y ∈ V \ Rπ |U .
Let y ∈ V \ Rπ |U . By Lemma 2.8 there exists an open neighborhood W ⊂ V

such that the cardinality of the fiber π−1(z) ∩ U for each z ∈ W is a constant c. By
Remark 2.5 we can assume that π−1(W ) ∩ Ureg = ⊔c

i=1Ui where each π |Ui is a
homeomorphism onto W . As G is an open dense subset of U , we deduce that G ∩Ui

is an open dense subset ofUi for each i = 1, . . . , c. Thus,
⋂c

i=1 π(G ∩Ui ) is a dense
open subset of W . If z ∈ ⋂c

i=1 π(G ∩Ui ), then the fiber π−1(z) ∩U has d elements,
so c = d. Thus, π |Ureg : Ureg → V \Rπ |U is a d-unbranched covering, as required. �

As a straightforward application of Remark 2.5 we have the following.

Remark 2.13 Let π : X → Y be a finite quasi-covering, let y ∈ Y and denote
π−1(y) := {x1, . . . , xr }. If each xi has an exceptional neighborhood Ui for i =
1, . . . , r and U1, . . . ,Ur are pairwise disjoint, then y has a special neighborhood ‘as
small as needed’. We are not assuming that U1, . . . ,Ur is a family of characteristic
neighborhoods with respect to their common image, but that each Ui belongs to a
possibly different family of characteristic neighborhoods.

Lemma 2.14 (Ramification index) Let π : X → Y be a branched covering and let
x ∈ X. The ramification index bπ (x) of x does not depend on the chosen exceptional
neighborhood of x.

Proof We may assume that π is a d-branched covering. Let y ∈ Y and π−1(y) :=
{x1, . . . , xr }. Let V be a special open neighborhood of y and letU1, . . . ,Ur be a family
of exceptional neighborhoods of x1, . . . , xr with respect toV . LetV ′ be another special
open neighborhood of y and letU ′

1, . . . ,U
′
r be a family of exceptional neighborhoods

of x1, . . . , xr with respect to V ′. We denote by bUi
π (xi ) the ramification index of xi

with respect to Ui , that is, b
Ui
π (xi ) = #(π−1(z) ∩Ui ) for each z ∈ V \ Rπ . Next, we

consider the ramification index b
U ′
i

π (xi ) of xi with respect to U ′
i . After reordering the

indexes, it is enough to show: bU1
π (x1) = b

U ′
1

π (x1) (that is, the case i = 1).
By Remark 2.5 there exists a distinguished open neighborhood Ṽ ⊂ V of y and

characteristic neighborhoods Ũ1, . . . Ũr with respect to Ṽ such that Ũ1 = π−1(Ṽ ) ∩
U1 ∩U ′

1 and Ũi = π−1(Ṽ ) ∩Ui for i = 2, . . . , r . In particular, for each z ∈ Ṽ \ Rπ

we have bUi
π (xi ) = #(π−1(z) ∩Ui ) = #(π−1(z) ∩ Ũi ) for i = 2, . . . , r and

b
U ′
1

π (x1) = #(π−1(z) ∩U ′
1) ≥ #(π−1(z) ∩U1 ∩U ′

1) = #(π−1(z) ∩ Ũ1)

= d −
r∑

i=2

#(π−1(z) ∩ Ũi ) = d −
r∑

i=2

bUi
π (xi ) = bU1

π (x1).

We have proved bU1
π (x1) ≤ b

U ′
1

π (x1). The same argument shows b
U ′
1

π (x1) ≤ bU1
π (x1),

so bU1
π (x1) = b

U ′
1

π (x1), as required. �
Remarks 2.15 Let π : X → Y be a branched covering, let x ∈ X and let y ∈ Y .
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(i) Let V be a special neighborhood of y. Then the restriction map π |π−1(V ) :
π−1(V ) → V is a dy-branched covering where dy := ∑

x∈π−1(y) bπ (x). Thus,

dy = #(π−1(w)) for each w ∈ V \ Rπ |
π−1(V )

and dz = dy for each z ∈ V .
(ii) If Y is connected then π is a d-branched covering for some d ≥ 1.

By Remark 2.15(i) the set Yd := {y ∈ Y : dy = d} is open for each d ∈ N.
Consequently, each set Yd is also closed. As Y is connected, we deduce that
Y = Yd for some d ∈ N.

(iii) Write π−1(y) := {x1, . . . , xr }. Let Wxi ⊂ X be an open neighborhood of xi for
each i = 1, . . . , r . Then there exists an open special neighborhood V ⊂ Y of y
and a family of exceptional neighborhoodsUx1, . . . ,Uxr with respect to V such
that Uxi ⊂ Wxi for i = 1, . . . , r .
Let V0 ⊂ Y be a special neighborhood of y and let Uxi

0 be the correspond-
ing exceptional neighborhood of xi . By Remark 2.5 there exists a distinguished
neighborhood V ⊂ V0 of y and a family of characteristic neighborhoods
Uxi ⊂ Uxi

0 ∩ Wxi of xi with respect to V such that π−1(V ) ∩Uxi
0 ∩ Wxi = Uxi

for each i = 1, . . . , r . Using Lemma 2.1 and Remark 2.5 the reader can check:
V is a special neighborhood of y and each Uxi is an exceptional neighborhood
of xi .

(iv) LetU be an exceptional neighborhood of x . Then bπ (x) := max{#(π−1(y)∩U ) :
y ∈ π(U )}. In addition, for each x ′ ∈ U we have bπ (x ′) ≤ bπ (x). Thus, for each
e ∈ N the set {bπ ≤ e} is open in M , so bπ is upper semi-continuous.
By definition bπ (x) = #(π−1(y)) for each y ∈ π(U ) \ Rπ |U . Pick y′ ∈
V := π(U ) and denote π−1(y′) ∩ U = {x ′

1, . . . , x
′
�}. By Remark 2.15(iii)

there exist a special neighborhood V ′ ⊂ V of y′ and exceptional neighbor-
hoods U ′

1, . . . ,U
′
� ⊂ U of x ′

1, . . . , x
′
�. Each intersection Ureg ∩ U ′

i is a dense

open subset of U ′
i , so

⋂�
i=1 π(Ureg ∩ U ′

i ) is a dense open subset of V ′. Thus,
� ≤ bπ (x).
Next, given x ′ ∈ U there exists by Remark 2.15(iii) an exceptional neighborhood
U ′ of x ′ contained in U . It follows that

bπ (x ′) = max{#(π−1(y) ∩U ′) : y ∈ π(U ′)}
≤ max{#(π−1(y) ∩U ) : y ∈ π(U )} = bπ (x).

(v) bπ (x) = 1 if and only if x /∈ Bπ .
The ‘only if part’ follows from Remark 2.15(iv), whereas the ‘if part’ follows
from Remark 2.5 and Remark 2.15(iii). �

2.2.1 Behavior of branched coverings under restriction

We analyze next how branched coverings behave under restriction.

Lemma 2.16 Let π : X → Y be a branched covering. Let W ⊂ Y be an open set.
Let W ⊂ Z ⊂ Cl(W ) and denote T := π−1(Z). Then π |T : T → Z is a branched
covering, Bπ |T = Bπ ∩ T , Treg = Xreg ∩ T and Rπ |T = Rπ ∩ Z.
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Proof We use freely in this proof the following: If U is an open subset of X and A is
a dense subset of U , then A ∩ T is dense in U ∩ T .

By Remark 2.3 π |T is a finite quasi-covering. Observe that Bπ |T ⊂ Bπ ∩ T , so
Rπ |T ⊂ Rπ ∩ Z and Xreg ∩ T ⊂ Treg. As Xreg is dense in X , it follows Treg is dense
in T .

Pick a point y ∈ Z and write π−1(y) := {x1, . . . , xr } ⊂ T . Let V be a special
neighborhood of y and let U1, . . . ,Ur be a family of exceptional neighborhoods of
x1, . . . , xr with respect to V . Thus, each restriction π |Ui,reg : Ui,reg → V \ Rπ |Ui is
a (bπ (xi ))-unbranched covering. Regarding π |T : T → Z , the open set V ∩ Z is a
distinguished neighborhood of y andU1 ∩ T , . . . ,Ur ∩ T is a family of characteristic
neighborhoods with respect to V ∩ Z . In addition,

π |(Ui∩T )reg : (Ui ∩ T )reg → (V ∩ Z) \ Rπ |Ui∩T

is also a (bπ (xi ))-unbranched covering by Lemma 2.12 because Ui,reg ∩ T is a dense
open subset ofUi ∩ T and the cardinality of the fibers of π |Ui,reg∩T equals bπ (xi ). We
conclude thatU1∩T , . . . ,Ur∩T is a family of exceptional neighborhoodswith respect
to the special neighborhood V ∩T . In particular, π |π−1(V )∩T : π−1(V )∩T → V ∩ Z
is a d-branched covering where d := ∑r

i=1 bπ (xi ).
By Remark 2.15(v) xi ∈ Bπ |T if and only if bπ (xi ) > 1, so Bπ |T = Bπ ∩ T and by

Lemma 2.1 Rπ |T = Rπ ∩ Z . Finally,

Treg = T \ π−1(Rπ |T ) = T \ (π−1(Rπ ) ∩ π−1(Z)) = T \ π−1(Rπ ) = T ∩ Xreg,

as required. �
The following result is a straightforward consequence of the previous lemma.

Corollary 2.17 Let π : X → Y be a map and assume that Y has finitely many con-
nected components Y1, . . . ,Yr . Denote Xi := π−1(Yi ) for each i = 1, . . . , r . Then
π : X → Y is a branched covering if and only if for each i = 1, . . . , k there exists an
integer di ≥ 1 such that π |Xi : Xi → Yi is a di -branched covering.

Lemma 2.18 Let π : X → Y be a branched covering. Let T ⊂ X be an open and
closed set and denote Z := π(T ). Then π |T : T → Z is a branched covering,
Bπ |T = Bπ ∩ T , Rπ |T ⊂ Rπ ∩ Z and Xreg ∩ T ⊂ Treg.

Proof First, observe that Z is open and closed in Y . As T is an open and closed
subset of π−1(Z), the restriction map π |T : T → Z is a finite quasi-covering with
Bπ |T = Bπ ∩ T ,Rπ |T ⊂ Rπ ∩ Z and T ∩ Xreg ⊂ Treg. As Xreg is dense in X and T
is open, Xreg ∩ T is dense in T , so Treg is dense in T .

Pick y ∈ Z and write π−1(y) := {x1, . . . , xr }. We may assume π−1(y) ∩ T =
{x1, . . . , xs} for some s ≤ r . LetV ⊂ Y be a special neighborhoodof y andU1, . . . ,Ur

be a family of exceptional neighborhoods of x1, . . . , xr with respect to V . As each set
U1∩T , . . . ,Us ∩T is open, we can assume by Remark 2.15(iii) thatU1, . . . ,Us ⊂ T ,
so V ⊂ Z . As π |Ui,reg : Ui,reg → V \ Rπ |Ui is an unbranched covering for i =
1, . . . , s, we conclude that V is a special neighborhood with respect to π |T : T → Z
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and U1, . . . ,Us are exceptional neighborhoods. Thus, π |T is a branched covering, as
required. �

2.2.2 Some special branched coverings

We propose next some mild sufficient conditions under which we can guarantee that
a finite quasi-covering is a branched covering.

Lemma 2.19 Let π : X → Y be a finite quasi-covering such that d :=
sup{#(π−1(y)) : y ∈ Y } < +∞ and for each y ∈ Y there exists a distinguished
neighborhood V of y such that V ∩ (Y \ Rπ ) is connected. Then π is a branched
covering.

Proof We show first: Xreg = X \ π−1(Rπ ) is dense in X , or equivalently: Y \ Rπ is
dense in Y .

Suppose that Rπ contains a non-empty open subset V ⊂ Y . Define Vk := {y ∈
V : #(π−1(y)) = k} and note that V = V1 � · · · � Vd . In particular, for some
1 ≤ k ≤ d the interior Int(Vk) ∩ V of Vk in V is not empty. By Lemma 2.8 we get
Int(Vk) ∩ V ⊂ Y \ Rπ , which is a contradiction.

Fix y ∈ Y . By hypothesis there exists a distinguished neighborhood V of y such
that V ∩ (Y \ Rπ ) is connected. As Y \Rπ is dense in Y , the intersection V ∩(Y \Rπ )

is dense in V , so V is connected. Write π−1(y) := {x1, . . . , xr }.
Let U1, . . . ,Ur be a family of characteristic neighborhoods of x1, . . . , xr with

respect to V . Then π |Ui : Ui → V is a finite quasi-covering and Rπ |Ui ⊂ Rπ ∩ V
for i = 1, . . . , r . Thus, each difference V \ Rπ |Ui is connected. By Lemma 2.8 the
cardinality of the fibers of the restriction map π |Ui,reg : Ui,reg → V \ Rπ |Ui is locally
constant. As V \ Rπ |Ui is connected, π |Ui,reg is a ki -unbranched covering for some
ki ∈ N, so Ui is an exceptional neighborhood of xi , as required. �
Remark 2.20 The previous situation is quite common. It arises for instance when one
considers the underlying real structure of a complex irreducible analytic germ and
analyzes local parameterization theorem [22, Ch.2.B & Ch.3.B] (as a consequence
of Noether’s normalization lemma [1, Ch.5.Ex.16]). Analogously, it appears when
consider the underlying real structure of Noether’s normalization lemma of a complex
irreducible algebraic set [1, Ch.5.Ex.16].

2.3 Collapsing set of a finite quasi-covering

Our next purpose is to analyze the set of points at which there exists a complete
collapse of the fibers of a finite quasi-covering.

Definition 2.21 Let π : X → Y be a finite quasi-covering. We define the collapsing
set of π as Cπ := {x ∈ X : π−1(π(x)) = {x}}.
Remarks 2.22 (i) The collapsing set of a finite quasi-covering is a closed set.

Let π : X → Y be a finite quasi-covering. By Lemma 2.4 the cardinality of the
fibers at the points close to a given point y ∈ Y is greater than or equal to the
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cardinality of π−1(y). Thus, the set S of points whose fiber contains at least two
points is an open subset of Y and Cπ = π−1(X \ S) is a closed subset of X .

(ii) If π : X → Y is a d-branched covering, its collapsing set is Cπ = {x ∈ X :
bπ (x) = d}. �

We will need also the following result.

Lemma 2.23 Let π : X → Y be a finite quasi-covering. Let C ⊂ X and D ⊂ Y be
such that π |C : C → D is a d-branched covering for some d > 1. Then Cπ |C ⊂ Bπ .

Proof Let x ∈ Cπ |C and suppose that x /∈ Bπ . Then there exists an open neighborhood
W of x such that π |W : W → π(W ) is a homeomorphism. As π |C : C → D is an
open continuous map, π |W∩C : W ∩C → π(W ∩C) is an open continuous bijective
map, so it is a homeomorphism and π(W ∩ C) is an open subset of D. Thus, by
Remark 2.15(v) we deduce bπ |C (x) = 1. As x ∈ Cπ |C , we conclude 1 = bπ |C (x) = d,
which is a contradiction. �

2.4 Semialgebraic branched coverings

As one can expect a semialgebraic finite quasi-covering is a finite quasi-covering that
is in addition a semialgebraic map. As semialgebraic sets are Hausdorff spaces, we
deduce the following from Lemma 2.4.

Corollary 2.24 Letπ : M → N be an open, closed, surjective semialgebraic mapwith
finite fibers between semialgebraic sets M and N. Then π is a finite quasi-covering
and each point y ∈ N admits a basis of distinguished semialgebraic neighborhoods
with respect to π .

Concerning the branching locus and ramification set we have the following.

Lemma 2.25 Let π : M → N be a semialgebraic finite quasi-covering.

(i) The cardinality of the fibers of π is bounded by a common constant.
(ii) Bπ , Mreg, Cπ ⊂ M and Rπ ⊂ N are semialgebraic sets.

Proof (i) This follows from cell decomposition of semialgebraic sets [34, Corollary
3.7].

(ii) A point x ∈ Bπ if and only if the restriction π |U : U → π(U ) is not a homeo-
morphism for each open semialgebraic neighborhoodU ⊂ M of x . As π is open,
continuous and surjective, we deduce x ∈ Bπ if and only if the restriction π |U
is not injective on each open semialgebraic neighborhood U ⊂ M of x . Conse-
quently, Bπ is a semialgebraic subset of M , so Rπ = π(Bπ ) is a semialgebraic
subset of N and Mreg := M \ π−1(Rπ ) is a semialgebraic subset of M . The set
Cπ = {x ∈ M : π−1(x) = {x}} is also semialgebraic, as required. �

A semialgebraic branched covering is a map π : M → N that is simultane-
ously a branched covering and a semialgebraic map. Lemma 2.14, Corollary 2.17
and Lemma 2.19 apply readily in the semialgebraic case. In order to show some sub-
tleties hidden in the definition of branched covering we provide next an example of a
semialgebraic finite quasi-covering that is not a semialgebraic branched covering.
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Fig. 1 Projection
π : M := M1 ∪ M2 → N M2

M1

N

−2 −1 1 2

1

2

3

4

Examples 2.26 (i) Consider the semialgebraic subsets of R
2 defined by

M1 : = ([−2, 0] × {3/2}) ∪
{
(x, y) ∈ R

2 : 0 ≤ x ≤ 2, y = 3 ± x

2

}
,

M2 : = ([0, 2] × {3}) ∪
{
(x, y) ∈ R

2 : −2 ≤ x ≤ 0, y = 6 ± x

2

}

and N := [−2, 2] × {0}. The projection π : M := M1 ∪ M2 → N , (x, y) �→ x
is a semialgebraic finite quasi-covering, but it is not a semialgebraic branched
covering. The branching locus of π is Bπ := {p1 := (0, 3/2), p2 := (0, 3)}, so
the ramification set is Rπ := π(Bπ ) = {q := (0, 0)}. We have #(π−1(q)) = 2
and #(π−1(y)) = 3 for each point y ∈ N \ {q}.

The regular locus ofπ is the dense subsetMreg = M \{p1, p2} ofM . Suppose that
π is a semialgebraic branched covering. Then there exists a distinguished open
semialgebraic neighborhood V of q in N and open semialgebraic neighborhoods
Ui of pi in M such that the restriction π |Mreg∩Ui : Mreg ∩ Ui → (N \ Rπ ) ∩ V
is a semialgebraic unbranched covering for i = 1, 2. This is false because

• the cardinality of the fibers ofπ |Mreg∩U1 at the points of (N \Rπ )∩V ∩{x < 0}
is 1,

• the cardinality of the fibers ofπ |Mreg∩U1 at the points of (N \Rπ )∩V ∩{x > 0}
is 2.

(ii) A similar pathology appears in the (more restrictive) real algebraic case if one
considers

X := {x = (y − 2)2} ∪ {x = −(y + 2)2} ∪ {y = 2} ∪ {y = −2}, Y := {y = 0}
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and π : X → Y , (x, y) �→ x . The previous map is a finite quasi-covering, the
general fiber has 4 points, but it is not a branched covering.

Proposition 2.27 (Semialgebraic ramification index) Let π : M → N be a semial-
gebraic branched covering. The ramification index function bπ : M → N ⊂ R has
semialgebraic graph.

Proof Let d := max{#(π−1(y)) : y ∈ N } < +∞. Observe that bπ (M) ⊂ {1, . . . , d}.
For each k = 1, . . . , d define Bπ,k = {x ∈ M : bπ (x) = k}, B∗

π,k = {x ∈ M :
bπ (x) ≥ k} and B∗

π,d+1 = ∅. As Bπ,k = B∗
π,k \ B∗

π,k+1 for k = 1, . . . , d, to prove
that bπ is a semialgebraic map, it is enough to check: B∗

π,k is a semialgebraic set for
each k = 1, . . . , d.

It holds

B∗
π,k = {x ∈ M : ∀ε > 0, ∃u1, . . . , uk ∈ M, ‖x − ui‖ < ε

(∀i = 1, . . . , k), ui �= u j , π(u1) = · · · = π(uk)},

so it is described by a first order formula and it is a semialgebraic set, as required. �

3 Branched coverings and spectral maps

In this section we analyze the properties of the spectral maps associated to semial-
gebraic finite quasi-coverings and branched coverings. These results will be applied
in Sects. 4 and 5. One of the main results of this section is Proposition 3.11, where
we prove that if π : M → N is a semialgebraic branched covering, the spectral map
Spec�(π) is a finite quasi-covering.

3.1 Preliminaries on rings of semialgebraic functions

Let M ⊂ R
m be a semialgebraic set and let f ∈ S(M). We denote Z( f ) := {x ∈

M : f (x) = 0} and D( f ) := M \ Z( f ). If N is a closed semialgebraic subset of M ,
the semialgebraic function g := dist(·, N ) ∈ S(M) satisfies Z(g) = N . In fact, after
replacing g by g

1+g2
we may assume in addition that g is bounded. The restriction

homomorphism S�(M) → S�(N ), f �→ f |N is by [10, Thm.3] surjective. Denote

Z�( f ) : = {p ∈ Spec�(M) : f ∈ p},
D�( f ) : = Spec�(M) \ Z�( f ) = {p ∈ Spec�(M) : f /∈ p}. (3.2)

The semialgebraic set M is identified with a dense subspace of Spec�(M) via the
injective map jM : M ↪→ Spec�(M), x �→ m�

x , where m�
x := { f ∈ S�(M) :

f (x) = 0} is the maximal ideal of S�(M) associated to x . In particular, Z( f ) =
M ∩ Z�( f ) and D( f ) = M ∩ D�( f ). Thus, jM is an embedding.

We denote β�(M) ⊂ Spec�(M) the set of maximal ideals of S�(M). As
mx ∈ β�(M) for each point x ∈ M , we haveM ⊂ β�(M). Denote ∂M := β�(M)\M
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and recall that β�(M) is a compact Hausdorff space [2, Prop.7.1.25]. Schwartz
proved in [30, III.§1] that S�(M) is a real closed ring. Thus, its Zariski spec-
trum is homeomorphic to its real spectrum (Coste–Roy [8]) via the support map
Specr (S�(M)) → Spec�(M), α �→ α ∩ (−α). The set of specializations of a point
in a real spectrum constitutes a chain [2, Prop.7.1.23], so the same holds for the set of
prime ideals in S�(M) that contains a given prime ideal. Consequently, S�(M) is a
Gelfand ring [7], that is, each prime ideal p ∈ Spec�(M) is contained in a uniquemaxi-
mal idealm ∈ β�(M). This provides a natural retraction rM : Spec�(M) → β�(M),
which is continuous [9, Thm.1.2].

If π : M → N is a semialgebraic map, the induced maps

Spec�(π) : Spec�(M) → Spec�(N ), p �→ ϕ−1
π (p),

β�(π) := rN ◦ Spec�(π)|
β�(M)

: β�(M) → Spec�(N ) → β�(N )

are continuous, Spec�(π)|M = π and β�(π)|M = π . We recall here the following
result.

Lemma 3.1 Let π : M → N be a semialgebraic map.

(i) If π is open, closed and surjective, then Spec�(π) is open, closed and surjective.
(ii) Suppose that π is surjective. Then it is proper if and only if Spec�(π)(∂M) = ∂N.

Proof Statement (i) was proved in [27, Ch.6], whereas (ii) was shown in [20, Rem.4.2].
�

Observe that WM := { f ∈ S∗(M) : Z( f ) = ∅} is a multiplicatively closed
subset of S∗(M) and S(M) = W−1

M S∗(M). This is so because each f ∈ S(M) can
be written as f = g/h, where

g := f

1 + f 2
∈ S∗(M) and h := 1

1 + f 2
∈ WM .

As S(M) = W−1
M S∗(M), there exists a bijection, which is in fact a homeomorphism,

φ : Spec(M) → S(M), q �→ q ∩ S∗(M),

φ−1 : S(M) → Spec(M), q′ �→ W−1
M q′

that preserves inclusions between prime ideals, whereS(M) is the set of prime ideals
of S∗(M) that do not meet WM .

Remark 3.2 As it happens with rings of continuous functions [21, Ch.7], the compar-
ison of the Zariski spectra of S(M) and S∗(M) provides a homeomorphism between
theirmaximal spectra (see [33, §10] for a extended version of theGelfand-Kolmogorov
theorem). Explicitly, this homeomorphism is themap β(M) �→ β∗(M) that maps each
maximal idealm of S(M) to the unique maximal idealm∗ of S∗(M) that contains the
prime m ∩ S∗(M).
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In addition, by [12, Prop.5.1] we have: Let p ∈ Spec∗(M) be a prime ideal. If
m∗ ∈ β∗(M) is the unique maximal ideal of S∗(M) that contains p and m ∈ β(M)

is the unique maximal ideal of S(M) such that m ∩ S∗(M) ⊂ m∗, then either p ⊂
m ∩ S∗(M) or m ∩ S∗(M) ⊂ p. �

Given a semialgebraicmapπ : M → N the induced homomorphismϕπ : S(N ) →
S(M) maps S∗(N ) to S∗(M) and we denote ϕ∗

π := ϕπ |S∗(N ) : S∗(N ) → S∗(M) the
restricted homomorphism.

Lemma 3.3 (Going down) Let π : M → N be an open, closed and surjective semial-
gebraic map. Then

(i) The induced homomorphism ϕ�
π : S�(N ) → S�(M) satisfies the going-down

property.
(ii) The spectral map Spec�(π) : Spec�(M) → Spec�(N ) maps minimal prime

ideals of S�(M) to minimal prime ideals of S�(N ).

Proof The S∗-case was proved in [17, 3.6]. The S-case is proved from the S∗-case
using that S(N ) = W−1

N S∗(N ) and S(M) = W−1
M S∗(M). Alternatively, it follows

from [28, Prop.1] and [1, Ch.10] using only that π is open. �

3.2 Addition of radical and prime ideals

We need some results concerning the addition of radical and prime ideals of rings of
semialgebraic functions.

Lemma 3.4 Let a be a radical ideal of S�(M) and let p be a prime ideal of S�(M).
Let f , g ∈ S�(M). It holds:

(i) If | f | ≤ |g| and g ∈ a, then f ∈ a.
(ii) The sum of two radical ideals of S�(M) is a radical ideal.
(iii) The sum a + p is either S�(M) or a prime ideal of S�(M).

Proof (i) By [30, Prop.3.8] or by the axiomatization of real closed rings used in [24,
Introduction] we have | f |2 ∈ |g|S�(M). Thus, f 4 ∈ g2S�(M) ⊂ a, so f ∈ a.

(ii) This follows from [26, Cor.15] because S�(M) is a real closed ring.
(iii) By (ii) b := a + p is a radical ideal. Let P := {q ∈ Spec�(M) : b ⊂ q}. Then

b = ⋂
q∈P q. As P is a chain with respect to the inclusion, b = S�(M) or b is a

prime ideal, as required. �
Recall that an ideal a of the ring S(M) is a z-ideal if for each pair of functions

f , g ∈ S(M) such that f ∈ a and Z( f ) ⊂ Z(g), it holds g ∈ a. In particular, z-ideals
are radical ideals.

Lemma 3.5 Let M ⊂ R
n be a semialgebraic set.

(i) Let a1, a2 be two z-ideals of S(M). The sum a1 + a2 is either S(M) or a z-ideal
of S(M).

(ii) Let p1, . . . , pk be minimal prime ideals of S(M). The sum p := p1 + · · · + pk is
S(M) or a prime z-ideal of S(M).
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Proof (i) Suppose that a1+a2 �= S(M) and let f , g ∈ S(M) be such that f ∈ a1+a2
and Z( f ) ⊂ Z(g). Then there exist functions fi ∈ ai such that f = f1 + f2. As
Z( f1) ∩ Z( f2) ⊂ Z( f ) ⊂ Z(g), the function

h : N := Z( f1) ∪ Z( f2) → R, x �→
{
0 if x ∈ Z( f1),

g(x) if x ∈ Z( f2)

is a well-defined semialgebraic function. By [10] there exists H ∈ S(M) such
that H |N = h. We have Z( f1) ⊂ Z(H) and Z( f2) ⊂ Z(g − H). As each ai is a
z-ideal, H ∈ a1 and g − H ∈ a2. Thus, g = H + (g − H) ∈ a1 + a2.

(ii) We prove the statement by induction on k. All minimal prime ideals of S(M) are
z-ideals [12, Cor.4.7]. Suppose k ≥ 2 and let q := p1 + · · · + pk−1. By induction
hypothesis either q = S(M) or q is a prime z-ideal. By part (i) the sum p = q+pk
is either S(M) or a z-ideal. In the last case p is by Lemma 3.4(iii) a prime ideal,
as required. �

3.3 Symmetric polynomials and semialgebraic d-branched coverings

Let us analyze the effect over S�(M) of symmetric polynomials via a semialgebraic
d-branched covering π : M → N . The approach follows the ideas of the reference
[22, Thm. 12, Ch. III] concerning complex analytic coverings.

Lemma 3.6 Let π : M → N be a semialgebraic d-branched covering and let σ ∈
R[x1, . . . ,xd ] be a symmetric polynomial. Let f ∈ S�(M) and define

σ( f ) : N → R, y �→ σ( f (x1), bπ (x1). . . , f (x1), . . . , f (xr ), bπ (xr ). . . , f (xr ))

if π−1(y) = {x1, . . . , xr } (recall that bπ (x1) + · · · + bπ (xr ) = d). Then σ( f ) ∈
S�(N ).

Proof As σ is a symmetric polynomial, σ is a well-defined function. We prove first:
σ( f ) is continuous on N .

Pick y ∈ Y and write π−1(y) := {x1, . . . , xr }. Fix ε > 0. As σ : R
d → R is

continuous at

p := (p1, . . . , pd) := ( f (x1), bπ (x1). . . , f (x1), . . . , f (xr ), bπ (xr ). . . , f (xr )),

there exists δ > 0 such that if q := (q1, . . . , qd) ∈ R
d and |pi − qi | < δ for

i = 1, . . . , d, then |σ(p) − σ(q)| < ε. As f is continuous at x1, . . . , xr , there exist
open neighborhoods Axi of xi such that | f (zi )− f (xi )| < δ for each zi ∈ Axi for i =
1, . . . , r . Let V ⊂ N be a special neighborhood of y and letUx1, . . . ,Uxr be a family
of exceptional neighborhoods withUxi ⊂ Axi for i = 1, . . . , r (use Remark 2.15(iii)).
Pick a point y′ ∈ V and write π−1(y′) := {z11, . . . , z1s1 , . . . , zr1, . . . , zrsr } where
zi j ∈ Uxi for j = 1, . . . , si and i = 1, . . . , r . Using that π |Mreg : Mreg → N \ Rπ

is an unbranched covering, the reader can check that
∑ri

j=1 bπ (zi j ) = bπ (xi ) for
i = 1, . . . , r (Remark 2.15(iv) can be useful). As xi , zi j ∈ Uxi ⊂ Axi , we have
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| f (xi ) − f (zi j )| < δ for j = 1, . . . , si and i = 1, . . . , r . As
∑ri

j=1 bπ (zi j ) = bπ (xi )
for i = 1, . . . , r , we conclude

|σ( f )(y) − σ( f )(y′)| = |σ( f (x1), bπ (x1). . . , f (x1), . . . , f (xr ), bπ (xr ). . . , f (xr ))

− σ( f (z11), bπ (z11). . . , f (z11), . . . , f (z1s1),
bπ (z1s1 )

. . . , f (z1s1),

. . . , f (zr1), bπ (zr1). . . , f (zr1), . . . , f (zrsr ),
bπ (zrsr ). . . , f (zrsr ))|

< ε.

Thus, σ( f ) is continuous.
In addition, if f is bounded, σ( f ) is also bounded. We claim: σ( f ) has semialge-

braic graph.
The restriction π |Mreg : Mreg → N \ Rπ is a semialgebraic map. For each y ∈

N \ Rπ there exist exactly d different points x1, . . . , xd ∈ M such that π(xi ) = y
and σ( f )(y) = σ( f (x1), . . . , f (xd)) (as the polynomial σ is symmetric the ordering
of the values f (xi ) is not relevant). Thus, the graph of σ( f )|N\Rπ

is a first order
definable set, so σ( f )|N\Rπ

is a semialgebraic map. As σ( f ) is a continuous map,
the set N \ Rπ is dense in N and σ( f )|N\Rπ

= σ( f |M\π−1(Rπ
)) is a semialgebraic

function on N \Rπ , we conclude that the graph �(σ( f )) of σ( f ) is the semialgebraic
set ClM×R(�(σ ( f )|N\Rπ

)). Thus, σ( f ) is a semialgebraic function, as required. �

3.4 Separated spectral maps

We prove next a separation result for certain pair of points in Spec�(M), which will
allowus to prove in Proposition 3.11 that the spectralmap associated to a semialgebraic
branched covering is separated.

Lemma 3.7 (Separation) Let p1, p2 ∈ Spec�(M) be such that p1 �⊂ p2 and p2 �⊂ p1.
Then there exist f1, f2 ∈ S�(M) such that pi ∈ D�( fi ) and f1 f2 = 0. In particular,
D�( f1) ∩ D�( f2) = ∅.

Proof As the prime ideals of Spec�(M) that contain a given prime ideal constitute a
chain, there exist no prime ideals in Spec�(M) contained in both p1 and p2. Consider
the multiplicatively closed subset T := (S�(M) \ p1) · (S�(M) \ p2) of S�(M).
Suppose 0 /∈ T. By [23, Ch.1.Thm.1] there exists a prime ideal p of S�(M) such that
p ∩ T = ∅, so p ⊂ p1 ∩ p2, which is a contradiction. Consequently, 0 ∈ T and the
statement holds. �

The previous type of neighborhoods in Spec�(M) are used below to show (in
a very elementary way) the local connectedness of the Zariski spectra of rings of
semialgebraic functions.

Lemma 3.8 Let M ⊂ R
m be a semialgebraic set and let f ∈ S�(M). Denote D :=

D( f ) ⊂ M ⊂ β�(M). Then D�( f ) ⊂ ClSpec�(M)
(D).

Proof Denote C := ClM (D) ⊂ β�(M) and let p ∈ D�( f ). We claim: the kernel of
the homomorphism ψ : S�(M) → S�(C), g �→ g|C is contained in p.
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Let h ∈ S�(M) be such that h|C = 0. As h f = 0 and p ∈ D�( f ), we deduce
h ∈ p.

Now, by [16, Lem.4.3] p ∈ ClSpec�(M)
(C) and we conclude D�( f ) ⊂

ClSpec�(M)
(C), as required. �

Lemma 3.9 Let M ⊂ R
m be a semialgebraic set and let g ∈ S�(M). Let E1, . . . , Es

be the connected components of D(g). Then the connected components of D�(g)
are Vi := ClSpec�(M)

(Ei ) ∩ D�(g) for i = 1, . . . , s. In addition, Vi = D�(g) \
⋃

j �=i ClSpec�(M)
(E j ) is an open subset of Spec�(M).

Proof It is enough to show: each Vi is connected,D�(g) = ⋃s
i=1 Vi and V j ∩Vk = ∅

if j �= k.
As Ei is connected,Vi = ClSpec�(M)

(Ei )∩D�(g) is also connected.ByLemma3.8

D�(g) = ClSpec�(M)
(D�(g)) ∩ D�(g)

= ClSpec�(M)

( s⋃

i=1

Ei

)
∩ D�(g) =

s⋃

i=1

ClSpec�(M)
(Ei ) ∩ D�(g) =

s⋃

i=1

Vi .

If j �= k, we have by [16, Lem.4.5]

V j ∩ Vk = ClSpec�(M)
(E j ) ∩ ClSpec�(M)

(Ek) ∩ D�(g)

= ClSpec�(M)
(Cl(E j ) ∩ Cl(Ek)) ∩ D�(g)

= ClSpec�(M)
(Cl(E j ) ∩ Cl(Ek) ∩ D(g)) ∩ D�(g) = ∅,

as required. �
Corollary 3.10 (Local connectedness of Zariski spectra) Let M ⊂ R

m be a semialge-
braic set. Then Spec�(M) is locally connected.

Proof Let p ∈ Spec�(M) and let W ⊂ Spec�(M) be an open neighborhood of
p. Let g ∈ S�(M) be such that p ∈ D�(g) ⊂ W . By Lemma 3.9 D�(g) has
finitely many connected components Vi , which are open subsets of Spec�(M). We
may assume p ∈ V1, which is a connected open subset of Spec�(M) contained inW , as
required. �

The following result shows (among other things) that spectral maps associated to
semialgebraic d-branched coverings are separated.

Proposition 3.11 (Separated spectral map) Let π : M → N be a semialgebraic d-
branched covering. Then

(i) ϕ�
π : S�(N ) → S�(M) is an integral homomorphism.

(ii) Spec�(π) is a finite quasi-covering.
(iii) Ifm� ∈ β�(M), wehaveSpec�(π)(m�) ∈ β�(N ). In addition, Spec�(π)|

β�(M)
=

β�(π).
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(iv) If n� ∈ β�(N ), it holds Spec�(π)−1(n�) is a finite subset of β�(M).
(v) If y ∈ N and π−1(y) := {x1, . . . , xr }, we have Spec�(π)−1(n�y ) :=

{m�
x1, . . . ,m

�
xr }.

Proof (i) Let f ∈ S�(M). Let σk ∈ Z[x1, . . . ,xd ] be the kth elementary symmet-
ric form (for 1 ≤ k ≤ d) and consider the functions σk( f ) : N → R, y �→
σk( f (x1), . . . , f (xd)), where π−1(y) := {x1, . . . , xd}. By Lemma 3.6 each
σk( f ) ∈ S�(N ). As f is a root of the polynomial

p(t) := td +
d∑

k=1

(−1)kσk( f )t
d−k ∈ S�(N )[t],

we conclude f is integral over S�(N ) via ϕ�
π . This means that ϕ�

π is an integral
homomorphism.

(ii) By Lemma 3.1(ii) the spectral map Spec�(π) is open, closed and surjective.
In addition, Spec�(π) has finite fibers by [28, Prop.11]. We prove next that
Spec�(π) is separated.
Given p1, p2 ∈ Spec�(M) with Spec�(π)(p1) = Spec�(π)(p2) we have by (i)
and [1, Cor.5.9] p1 �⊂ p2 and p2 �⊂ p1. Thus, by Lemma 3.7 p1 and p2 have
disjoint open neighborhoods.

(iii) As Spec�(π) is closed, it maps closed points to closed points and the statement
follows.

(iv) By Lemma 2.2(i) we have

ClSpec�(M)
(Spec�(π)−1(n�)) = Spec�(π)−1(ClSpec�(M)

(n�)) = Spec�(π)−1(n�).

Write Spec�(π)−1(n�) := {p1, . . . , pr }. We have {p1, . . . , pr } = ⋃r
i=1

ClSpec�(M)
(pi ). Let m�

i be the unique maximal ideal of S�(M) that contains

pi . Then m�
i ∈ ClSpec(M)(pi ) ⊂ {p1, . . . , pr } for i = 1, . . . , r . As Spec�(π) is

separated, pi �⊂ ClSpec�(M)
(p j ) if i �= j . We conclude pi = m�

i for i = 1, . . . , r ,

so Spec�(π)−1(n�) = {m�
1 , . . . ,m�

r } ⊂ β�(M).
(v) Asπ : M → N is a closedmapwith finite fibers, it is proper, so by Lemma 3.1(ii)

Spec�(π)(∂M) ∩ N = ∅. By (iv) Spec�(π)−1(n�y ) ⊂ β�(M) is a finite set.
Thus, Spec�(π)−1(n�y ) = {m�

x1, . . . ,m
�
xr }, as required. �

Next result points out the good properties of the minimal elements of the collapsing
set in the S-case.

Corollary 3.12 (Minimal elements of the collapsing set) Let π : M → N be a semi-
algebraic d-branched covering. Then each minimal elementP ∈ CSpec(π) is a z-ideal
of S(M).

Proof IfP is a minimal prime ideal of S(M), the statement follows for instance from
[12, Cor.4.7]. Thus, we may assume P is not a minimal prime ideal.
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Let Q1 be a minimal prime ideal of S(M) contained in P. By Lemma 3.3(ii) its
image q := Spec(π)(Q1) ⊂ Spec(π)(P) := p is a minimal prime ideal of S(N ) and
Spec(π)−1(p) = {P} because P ∈ CSpec(π). Write Spec(π)−1(q) := {Q1, . . . ,Q�}
for some � ≤ d. As Spec(π) is separated, the fiber Spec(π)−1(q) has the trivial
topology. We claim: Q j is a minimal prime ideal of S(M) for 1 ≤ j ≤ �.

Assume Q j is not a minimal prime ideal of S(M) for some j = 2, . . . , � and
let P′ be a prime ideal of S(M) strictly contained in Q j . Then Spec(π)(P′) ⊂
Spec(π)(Q j ) = q. As the latter is a minimal prime ideal of S(N ), we have
Spec(π)(P′) = q, that is, P′ ∈ Spec(π)−1(q). This is a contradiction because the
fiber Spec(π)−1(q) does not contain a pair of prime ideals such that P′

� Q j (recall
that Spec(π) is by Proposition 3.11(ii) a finite quasi-covering).

We prove next: Q j ⊂ P for 1 ≤ j ≤ �.
As q = Spec(π)(Q j ) = Spec(π)(Q1) ⊂ Spec(π)(P) := p and Spec(π) is a

closed continuousmap,p ∈ ClSpec(N )({Spec(π)(Q j )}) = Spec(π)(ClSpec(M)({Q j })).
As Spec(π)−1(p) = {P}, this implies P ∈ ClSpec(M)({Q j }), so Q j ⊂ P.

By Lemma 3.5(ii) the sum Q1 + · · · + Q� is a prime z-ideal contained in P. To
prove that P is a prime z-ideal, it is enough to check: P = Q1 + · · · + Q�. As P is
a minimal element of CSpec(π), it suffices to show:Q1 + · · · +Q� ∈ CSpec(π). Denote
q′ := Spec(π)(Q1 + · · · + Q�) and let us prove: Q1 + · · · + Q� is the unique point
in the fiber Spec(π)−1(q′).

Pick a point q′
1 ∈ Spec(π)−1(q′). As q = Spec(π)(Q1) ⊂ Spec(π)(Q1 + · · · +

Q�) = q′ = Spec(π)(q′
1), there exists by Lemma 3.3(i) a point in the fiber of q

contained in q′
1. Thus, Qk ⊂ q′

1 for some index 1 ≤ k ≤ �. Consequently, q′
1 and

Q1 + · · ·+Q� are prime ideals of S(M) containingQk . As the prime ideals of S(M)

containing Qk constitute a chain, either q′
1 ⊂ Q1 + · · · + Q� or Q1 + · · · + Q� ⊂

q′
1. As the fiber Spec(π)−1(q′) has the trivial topology, q′

1 = Q1 + · · · + Q�, so
Q1 + · · · + Q� ∈ CSpec(π), as required. �

4 Proof of Theorem 1.2

To get a better understanding of the finite quasi-covering Spec(π) induced by a semi-
algebraic branched covering π : M → N we prove Theorem 1.2, which provides a
precise description of the subset CSpec(π). Its proof does not involve Theorem 1.1. We
need the following notion.

Definition 4.1 Let π : M → N be a semialgebraic d-branched covering and let
bπ : M → Z be the branching index of π . We define the map

μ� : S�(M) → S�(N ), f �→ μ�( f ) := 1
d σ1( f ) = 1

d

∑

x∈π−1(y)

bπ (x) f (x),

where σ1(x1, . . . ,xd) := x1 + · · · + xd is the first elementary symmetric form in d
variables.

Remarks 4.2 (i) If bπ (x) = 1 for each point in the fiber of a point y ∈ N , then
π−1(y) consists of d points, so μ�( f )(y) is the arithmetic mean of the values of
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f on the points of π−1(y). In general, μ�( f )(y) is a weighted arithmetic mean
of the values of f on π−1(y).

(ii) The homomorphismϕπ endowsS�(M)with a natural structure ofS�(N )-module
and the map μ� : S�(M) → S�(N ) is a homomorphism of S�(N )-modules.
For each g ∈ S�(N ) and each y ∈ N we have

(
μ�(g ◦ π)

)
(y) = 1

d

∑

x∈π−1(y)

bπ (x)(g ◦ π)(x)

= 1
d

∑

x∈π−1(y)

bπ (x)g(y) = g(y)
(
1
d

∑

x∈π−1(y)

bπ (x)
)

= g(y),

so μ�(g ◦ π) = g. �
We also need the following result.

Lemma 4.3 Let N ⊂ M ⊂ R
n be semialgebraic sets and let j : N ↪→ M be the

inclusion. Then there exists h ∈ S�(M) with Z(h) ⊂ ClM (N ) nowhere dense in
ClM (N ) such that

Spec�(N ) \ Spec�(j)−1(Z�(h)) = Spec�(N ) \ Z�(h|N )

is homeomorphic to ClSpec�(M)
(N ) \Z�(h) via Spec�(j). In addition, if N is locally

compact, we may assume Z(h) = ClM (N ) \ N. If N is closed in M, then Spec�(N )

is homeomorphic to ClSpec�(M)
(N ) via Spec�(j).

Proof Let H ∈ S∗(Rn) be such that Z(H) = ClRn (ClRn (N ) \ N ) and define h :=
H |M ∈ S∗(M). The difference ClRn (N ) \ Z(H) = N \ Z(H) is a dense subset of N
(see [14, §2.2]). In particular, ClM (N ) \ Z(h) = N \ Z(H) is also a dense subset of
ClM (N ).

Let j1 : N ↪→ ClM (N ) be the inclusion. We claim:

Spec�(j1)| : Spec�(N ) \ Spec�(j1)
−1(Z�(h|ClM (N )))

→ Spec�(ClM (N )) \ Z�(h|ClM (N ))

is a homeomorphism.
We provide different proofs of the claim for the S-case and the S∗-case. The claim

for theS-case is a straightforward consequence of [14, Lem.1.1].We approach next the
S∗-case. Denote Z := ClSpec∗(ClM (N ))(ClM (N )\N ). By [14, Thm.1.2] the restriction

Spec∗(N ) \ Spec∗(j1)−1(Z) → Spec∗(ClM (N )) \ Z,

of Spec∗(j1) to Spec∗(N ) \ Spec∗(j1)−1(Z) is a homeomorphism. As Z ⊂
Z∗(h|ClM (N )), also the restriction

Spec∗(j1)| : Spec∗(N ) \ Spec∗(j1)−1(Z∗(h|ClM (N )))
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→ Spec∗(ClM (N )) \ Z∗(h|ClM (N ))

is a homeomorphism. Note that Spec∗(j1)−1(Z∗(h|ClM (N ))) = Z∗(h|N ).
Next, let j2 : ClM (N ) ↪→ M be the inclusion. As ClM (N ) is closed in

M , Spec∗(ClM (N )) is by [16, Cor.4.6] homeomorphic to ClSpec∗(M)(ClM (N )) =
ClSpec∗(M)(N ) via Spec∗(j2). Thus,

Spec∗(j2)| : Spec∗(ClM (N )) \ Z∗(h|ClM (N )) → ClSpec∗(M)(N ) \ Z∗(h)

is a homeomorphism and Spec∗(j)| = Spec∗(j2)| ◦Spec∗(j1)| is a homeomorphism
too.

If N is locally compact, ClRn (N ) \ N is a closed subset of R
n . Thus, Z(h) =

Z(H) ∩ M = (ClRn (N ) \ N ) ∩ M = ClM (N ) \ N . Finally, if N is closed in M , then
ClM (N ) = N and Spec�(N ) is by [16, Cor.4.6] homeomorphic to ClSpec�(M)

(N ) via

Spec�(j), as required. �
We are ready to prove Theorem 1.2.

Proof of Theorem 1.2 Consider the commutative diagram

S∗(N )
ϕ∗

π S∗(M)

S(N )
ϕπ S(M)

As π is surjective, f ∈ S(N ) is bounded if and only if ϕπ( f ) = f ◦ π ∈ S(M) is
bounded. If q ∈ Spec(M), then

Spec∗(π)(q ∩ S∗(M)) = (ϕ∗
π )−1(q ∩ S∗(M))

= ϕ−1
π (q) ∩ S∗(N ) = Spec(π)(q) ∩ S∗(N ).

Along the proof we will make use of Remark 3.2 without mention. Statements (iii)
and (iv) follow from the equality C

β�(π)
= CSpec�(π)

∩ β�(M) (that follows from
Proposition 3.11(iii) and (iv)). So, let us prove (i) and (ii). Inside the proof of (i)
we make a reduction (see (4.a) and (4.b)) of the S∗-case to the S-case and we take
advantage of it also in the proof of (ii).

(i) Define T � := {p ∈ Spec�(M) : ker(μ�) ⊂ p}, which is a closed subset of
Spec�(M).

Weprovefirst:T � ⊂ CSpec�(π)
. Suppose there existsp ∈ T �\CSpec�(π)

. Then there

exists p1 ∈ Spec�(M) \ {p} such that Spec�(π)(p) = Spec�(π)(p1). As Spec�(π) is
a separated map, we achieve a contradiction if we show: p ⊂ p1.

Pick f ∈ p. If we prove f 2 ∈ p1, then f ∈ p1, so we assume f is non-negative.
By Remark 4.2(ii) we have μ�(μ�( f ) ◦ π) = μ�( f ). Thus, f − (μ�( f ) ◦ π) ∈
ker(μ�) ⊂ p, so

μ�( f ) ◦ π = f − ( f − (μ�( f ) ◦ π)) ∈ p.
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Consequently, μ�( f ) ∈ Spec�(π)(p) = Spec�(π)(p1) and μ�( f ) ◦ π ∈ p1. In
addition, for each x ∈ M we have 0 ≤ f (x) ≤ d ·(μ�( f )◦π)(x) and d ·(μ�( f )◦π) ∈
p1. By Lemma 3.4(i) we conclude f ∈ p1.

Next, we prove the converse inclusion: CSpec�(π)
⊂ T �. Pick p ∈ CSpec�(π)

and
let p0 ∈ CSpec�(π)

be a minimal element of CSpec�(π)
contained in p. It is enough to

show: ker(μ�) ⊂ p0. As we have announced above, we make a reduction from the
S∗-case to the S-case (see claims (4.a) and (4.b) below). Once this is done, we prove
the statement in paragraph (4.c).

Assume p ∈ CSpec∗(π). Let m∗ ∈ β∗(M) be the unique maximal ideal of S∗(M)

that contains p and let m ∈ β(M) be the unique maximal ideal of S(M) such that
m ∩ S∗(M) ⊂ m∗.
(4.a) We claim: p0 ⊂ m ∩ S∗(M).

Suppose m ∩ S∗(M) � p0, so m ∩ S∗(M) /∈ CSpec∗(π). Thus, there exists a prime
ideal q′ ∈ Spec∗(M) such that q′ �= m ∩ S∗(M) and Spec∗(π)(q′) = Spec∗(π)(m ∩
S∗(M)). As Spec∗(π) is a separated map, q′ �⊂ m ∩ S∗(M) and m ∩ S∗(M) �⊂ q′.

Let m∗
1 ∈ β∗(M) be the unique maximal ideal of S∗(M) that contains q′ and let

m1 ∈ β(M) be the unique maximal ideal of S(M) such that m1 ∩ S∗(M) ⊂ m∗
1. Let

us show: q′ = m1 ∩ S∗(M).
Recall that either m1 ∩ S∗(M) ⊂ q′ or q′ ⊂ m1 ∩ S∗(M). If m1 ∩ S∗(M) ⊂ q′,

then

Spec(π)(m1) ∩ S∗(N ) = Spec∗(π)(m1 ∩ S∗(M))

⊂ Spec∗(π)(q′) = Spec∗(π)(m ∩ S∗(M)) = Spec(π)(m) ∩ S∗(N ).

As Spec(π) is a closed map, n1 := Spec(π)(m1) and n := Spec(π)(m) are maximal
ideals of S(N ). Let n∗, n∗

1 ∈ β∗(M) be the unique maximal ideals of S∗(N ) that
contains n ∩ S∗(N ) and n1 ∩ S∗(N ). Thus, n1 ∩ S∗(N ) ⊂ n ∩ S∗(N ) ⊂ n∗. We
conclude n∗

1 = n∗, so n1 = n and Spec∗(π)(m1 ∩ S∗(M)) = Spec∗(π)(q′). As
Spec∗(π) is separated, m1 ∩ S∗(M) = q′.

Otherwise, q′ ⊂ m1 ∩ S∗(M). Then, there exists a prime ideal q := W−1
M q′ ⊂ m1

of S(M) such that q′ = q ∩ S∗(M) and

Spec(π)(q) ∩ S∗(N ) = Spec∗(π)(q′) = Spec∗(π)(m ∩ S∗(M))

= Spec(π)(m) ∩ S∗(N ),

Spec(π)(q) ∩ S∗(N )

= Spec∗(π)(q′) ⊂ Spec∗(π)(m1 ∩ S∗(M)) = Spec(π)(m1) ∩ S∗(N ).

Consequently,

Spec(π)(q) ∩ S∗(N ) = Spec(π)(m) ∩ S∗(N ) ⊂ Spec(π)(m1) ∩ S∗(N ).

As in the previous case, Spec(π)(m) = Spec(π)(m1) andwededuceq′ = m1∩S∗(M).
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Next, as q′ �⊂ m ∩ S∗(M) and m ∩ S∗(M) �⊂ q′, we have m1 �= m, so m∗
1 �= m∗.

In addition,

Spec∗(π)(m1 ∩ S∗(M))

= Spec∗(π)(m ∩ S∗(M)) ⊂ Spec∗(π)(m∗
1) ∩ Spec∗(π)(m∗).

As Spec∗(π) is a closed map and S∗(N ) is Gelfand, we conclude Spec∗(π)(m∗
1) =

Spec∗(π)(m∗), so m∗ /∈ CSpec∗(π). By Lemma 2.4 and since m∗ ∈ ClSpec∗(M)(p0),

#(Spec∗(π)−1(Spec∗(π)(p0))) ≥ #(Spec∗(π)−1(Spec∗(π)(m∗))) ≥ 2,

which is a contradiction because p0 ∈ CSpec∗(π).
(4.b) As p0 ⊂ m ∩ S∗(M), there exists a unique prime ideal q0 := W−1

M p0 ⊂ m such
that p0 = q0 ∩ S∗(M). We claim: q0 ∈ CSpec(π).

Pick q1 ∈ Spec(M) such that Spec(π)(q0) = Spec(π)(q1). Thus,

Spec∗(π)(q0 ∩ S∗(M)) = Spec(π)(q0) ∩ S∗(N )

= Spec(π)(q1) ∩ S∗(N ) = Spec∗(π)(q1 ∩ S∗(M)).

As p0 ∈ CSpec∗(π), it follows q1∩S∗(M) = q0∩S∗(M) = p0, so q0 = q1, as claimed.
(4.c) By (4.a) and (4.b) it is enough to consider the S-case and prove: p0 ∈ T . Pick
f ∈ ker(μ) and let us show: f ∈ p0.
Consider the non-negative functions h1 := | f | − f and h2 := | f | + f . As h1h2 =

0 ∈ p0, we may assume h1 ∈ p0. As π is open, closed and surjective,

g1 : N → R, y �→ sup{h1(x) : x ∈ π−1(y)}

is by [17,Const.3.1] a semialgebraic function.By [17,Eq.(∗) in ProofThm.1.5] it holds
Spec(π)(D(h1)) = D(g1). As p0 /∈ D(h1) and {p0} = Spec(π)−1(Spec(π)(p0)), we
deduce

Spec(π)(p0) /∈ Spec(π)(D(h1)) = D(g1),

so g1 ◦ π ∈ p0. By Corollary 3.12 p0 is a z-ideal, so to prove that f ∈ p0 it is enough
to show: Z(g1 ◦ π) ⊂ Z( f ).

Suppose there exists a point x ∈ Z(g1 ◦ π) such that f (x) �= 0. As g1(π(x)) = 0,
the semialgebraic function h1 vanishes identically on the fiber π−1(π(x)) (recall that
h1 ≥ 0 on M). Thus, f (z) ≥ 0 for each z ∈ π−1(π(x)) and f (x) > 0. Hence,

μ( f )(π(x)) = 1
d

∑

z∈π−1(π(x))

bπ (z) f (z) > 0,

which is a contradiction because f ∈ ker(μ).
(4.d) For the sake of completeness, we prove: The prime ideal q0 ∈ CSpec(π) introduced
in (4.b) is minimal in CSpec(π).
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Suppose there exists q1 ⊂ q0 such that q1 ∈ CSpec(π). By (i) we have ker(μ) ⊂ q1.
Therefore, ker(μ∗) = ker(μ) ∩ S∗(M) ⊂ q1 ∩ S∗(M), so q1 ∩ S∗(M) ∈ CSpec∗(π).
As q1 ∩ S∗(M) ⊂ q0 ∩ S∗(M) and q0 ∩ S∗(M) ∈ CSpec(π) is minimal, it follows
q1 ∩ S∗(M) = q0 ∩ S∗(M), so q1 = q0.

(ii) We have to prove: CSpec�(π)
= ClSpec�(M)

(Cπ ). Recall that for each x1 ∈
M we have Spec�(π)−1(Spec�(π)(mx1)) = {mx1, . . . ,mxr } where π−1(π(x1)) =
{x1, . . . , xr }. Thus, Cπ = CSpec�(π)

∩M , so ClSpec�(M)
(Cπ ) ⊂ CSpec�(π)

. Let us prove
next the converse inclusion. Pick p ∈ CSpec�(π)

and let p0 ∈ CSpec�(π)
be a minimal

element of CSpec�(π)
contained in p. If we prove that p0 ∈ ClSpec�(M)

(Cπ ), then
p ∈ ClSpec�(M)

({p0}) ⊂ ClSpec�(M)
(Cπ ). By (4.a) and (4.b) it is enough to consider

the S-case. By Corollary 3.12 the prime ideal p0 is a z-ideal and by [16, Lem.4.1]
P0 := Spec(π)(p0) is also a z-ideal.

Let f ∈ P0 be such that d := dim(Z( f )) = min{dim(Z(g)) : g ∈ P0} and
denote Z := Z( f ). AsP0 is a z-ideal,P0 ∈ ClSpec(N )(Z) (use [16, Lem.4.3]). Write
T := π−1(Z) and consider the restrictionmapπ |T : T → Z . ByHardt’s trivialization
theorem [2, 9.3.2] there exist:

• a semialgebraic partition {A1, . . . , Ar } of Z ,
• semialgebraic sets P1, . . . , Pr ⊂ R

p and
• semialgebraic homeomorphisms θ� : A� × P� → π−1(A�)

such that for 1 ≤ � ≤ r we have the following commutative diagram

A� × P�
θ�

π�

π−1(A�)

π |
π−1(A�)

A�

where π� : A� × P� → A� is the projection onto A�. Taking a semialgebraic tri-
angulation of Z compatible with A1, . . . , Ar we may assume that each Ai is locally
compact. As π has finite fibers, each P� is a finite set.

As ClSpec(N )(Z) = ⋃r
�=1 ClSpec(N )(A�), we may assume P0 ∈ ClSpec(N )(A1).

By [16, Lem.4.3] it follows that for each g ∈ S(N ) such that Z(g) = ClN (A1) we
have g ∈ P0, so dim(A1) = dim(ClN (A1)) ≥ d = dim(Z) ≥ dim(A1), that is,
dim(A1) = d. As A1 is locally compact, the semialgebraic set C := ClN (A1) \ A1 is
closed in N .

By Lemma 4.3 there exists h ∈ S(N ) with Z(h) = C such that the inclusion
j : A1 → N induces a homeomorphism

Spec(j)| : Spec(A1) \ Z(h|A1) → ClSpec(N )(A1) \ Z(h).

AsP0 is a z-ideal and dim(Z(h)) = dim(C) < d, we haveP0 /∈ Z(h). In particular,
there exists P′

0 ∈ Spec(A1) \ Z(h|A1) such that Spec(j)(P′
0) = P0.

Next, consider the d-dimensional subset π−1(A1) of M (recall that π has finite
fibers). As π : M → N is closed and has finite fibers, it is a proper map, so π−1(A1)
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is locally compact. Thus,C ′ := ClM (π−1(A1))\π−1(A1) is a closed subset of M . By
Lemma 2.2 we have C ′ = π−1(C) and ClSpec(M)(C ′) = Spec(π)−1(ClSpec(N )(C)).
As P0 /∈ Z(h), we deduce P0 /∈ ClSpec(N )(C) and p0 /∈ ClSpec(M)(C ′).

As before, there exists h′ ∈ S(M) with Z(h′) = C ′ such that the inclusion i :
π−1(A1) → M induces a homeomorphism

Spec(i)| : Spec(π−1(A1)) \ Z(h′|π−1(A1)
) → ClSpec(N )(π

−1(A1)) \ Z(h′).

As p0 is z-ideal and p0 /∈ ClSpec(M)(C ′), it follows from [16, Lem.4.3] that p0 /∈ Z(h′).
Thus, there exists p′

0 ∈ Spec(π−1(A1)) \ Z(h′|π−1(A1)
) such that Spec(i)(p′

0) = p0.
Suppose that p0 /∈ ClSpec(M)(Cπ ). Observe that A1 ∩ π(Cπ ) �= ∅ if and only if

#(P1) = 1. If such is the case, then A1 ⊂ π(Cπ ). Thus,

P0 = Spec(π)(p0) ∈ ClSpec(N )(A1) ⊂ ClSpec(N )(π(Cπ ))

= ClSpec(N )(Spec(π)(Cπ )) = Spec(π)(ClSpec(M)(Cπ )).

As {p0} = Spec(π)−1(P0), we deduce p0 ∈ ClSpec(M)(Cπ ), against our assumption.
Consequently, #(P1) ≥ 2 and A1 ∩ π(Cπ ) = ∅.

Consider the commutative diagram

Spec(A1) × P1
Spec(θ1)

Spec(π1)

Spec(π−1(A1))

Spec(π |
π−1(A1)

)

Spec(i)
Spec(M)

Spec(π)

Spec(A1)
Spec(j)

Spec(N )

where Spec(θ1) is a homeomorphism. Thus, there exists p′
1 ∈ Spec(π−1(A1)) such

that p′
1 �= p′

0 and Spec(π |π−1(A1)
)(p′

0) = Spec(π |π−1(A1)
)(p′

1) = P′
0. Observe that

p′
1 /∈ Z(h′|π−1(A1)

). Define

p1 := Spec(i)(p′
1) ∈ ClSpec(M)(π

−1(A1)) \ Z(h′).

As p′
1 �= p′

0 and Spec(i)| is bijective, we deduce p1 �= p0. As Spec(π)(p1) =
P0 = Spec(π)(p0) we have p0 /∈ CSpec(π), which is a contradiction. Consequently,
p0 ∈ ClSpec(M)(Cπ ), as required. �

5 Proof of Theorem 1.1

In this section we prove Theorem 1.1.

Proof of Theorem 1.1 The implication (ii) �⇒ (iii) follows from Proposition 3.11(iii)
and (iv) and the density of β�(M) in Spec(M), whereas the implication (iii) �⇒
(i) follows from Proposition 3.11(v) and the density of M in β�(M). The equalities
B

β�(π)
= Cl

β�(M)
(Bπ ) and R

β�(π)
= Cl

β�(N )
(Rπ ) follow from the equalities
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BSpec�(π)
= ClSpec�(M)

(Bπ ) and RSpec�(π)
= ClSpec�(N )

(Rπ ) (once they are
proved) together with Proposition 3.11(iv).

(i) �⇒ (ii). Let N1, . . . , Nr be the connected components of N and denote Mi :=
π−1(Ni ). By Lemma 2.17 there exist integers di ≥ 1 such that π |Mi : Mi → Ni

is a di -branched covering. In addition, by [16, Cor.4.7] Spec�(N1), . . . ,Spec�(Nr )

are the connected components of Spec�(N ). By [16, Cor.4.6] and Corollary 2.17 it
is enough to prove Theorem 1.1 for the di -branched coverings π |Mi : Mi → Ni . We
may assume from the beginning that N is connected.

By Remark 2.15(ii) π : M → N is a d-branched covering for some integer
d ≥ 1. By Proposition 3.11(ii) Spec�(π) : Spec�(M) → Spec�(N ) is a finite quasi-
covering.
(5.a) Let us show now: the fibers of Spec�(π) have no more than d points.

Otherwise, there exists q ∈ Spec�(N ) such that #(Spec�(π)−1(q)) > d. As
Spec�(π) is separated, there exists by Lemma 2.4 an open neighborhood V of q
in Spec�(N ) such that #(Spec�(π)−1(p)) > d for each p ∈ V . As N is dense in
Spec�(N ), there exists ny ∈ V ∩ N . Write π−1(y) := {x1, . . . , xr }. By Proposi-
tion 3.11(v) Spec�(π)−1(ny) = {mx1, . . . ,mxr }, so d < r , which is a contradiction
because π is a d-branched covering.
(5.b)We claim: Spec�(N )\RSpec�(π)

= {q ∈ Spec�(N ) : #(Spec�(π)−1(q)) = d}.
The inclusion right to left follows from Lemma 2.4 and Corollary 2.9. To prove

the converse inclusion let q ∈ Spec�(N ) \ RSpec�(π)
. By Lemma 2.8 there exists an

open neighborhoodW of q such that the cardinality of the fibers at the points ofW is
a constant c. As N \Rπ is dense in Spec�(N ), the intersection π−1(W) ∩ (N \Rπ )

is non-empty, so c = d, as claimed.
(5.c) We prove next: mx ∈ Spec�(M)regfor x ∈ Mreg.

By the previous claim it is enough to check that #(π−1(π(x))) = d, which is true
by Proposition 3.11(v) because x ∈ Mreg.
(5.d) Consequently, the restriction

Spec�(π)|Spec�(M)reg
: Spec�(M)reg → Spec�(N ) \ RSpec�(π)

is a d-unbranched covering. As Mreg is dense in M , it follows from (5.c) that

Spec�(M)reg = Spec�(M) \ Spec�(π)−1(RSpec�(π)
)

is dense in Spec�(M).
(5.e) Let q ∈ Spec�(N ) and write Spec�(π)−1(q) := {p1, . . . , pr }. We claim: there
exist g ∈ S�(N ) and f1, . . . , fr ∈ S�(M) such that q ∈ D�(g), pi ∈ D�( fi ),
fi f j = 0 if i �= j ,

Spec�(π)−1(D�(g)) =
r⊔

i=1

D�( fi ) and Spec�(π)(D�( fi )) = D�(g)

for i = 1, . . . , r .
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For each pair 1 ≤ i < j ≤ r there exist by Lemma 3.7 semialgebraic functions
fi j , f j i ∈ S�(M) such that pi ∈ D�( fi j ), p j ∈ D�( f j i ) and fi j f j i = 0. For each
i = 1, . . . , r define hi := ∏

k, k �=i fik ∈ S�(M). It holds pi ∈ D�(hi ) and hi h j = 0

if i �= j . Observe that D�(hi ) ∩ D�(h j ) = ∅ if i �= j . Define

W :=
(
Spec�(N ) \ Spec�(π)

(
Spec�(M) \

r⋃

i=1

D�(hi )
))

∩
r⋂

i=1

Spec�(π)
(
D�(hi )

)
,

which is an open neighborhood of q in Spec�(N ) such that Spec�(π)−1(W) ⊂⋃r
i=1D

�(hi ). Let g ∈ S�(N )be such thatq ∈ D�(g) ⊂ W .AsSpec�(π)−1(D�(g)) =
D�(g ◦ π), it follows

D�(hi ) ∩ Spec�(π)−1(D�(g)) = D�(hi (g ◦ π)).

If we define fi := hi (g ◦ π) for i = 1, . . . , r , the reader can check that the claim
follows.
(5.f) We check next: Spec�(π) : Spec�(M) → Spec�(N ) is a d-branched covering
map.

By Remark 2.5 it is enough to show that each q ∈ Rπ has a special neigh-
borhood. Write Spec�(π)−1(q) := {p1, . . . , pr } where r < d. Let g ∈ S�(N )

and f1, . . . , fr ∈ S�(M) be as in (5.e) for q and p1, . . . , pr . Let E1, . . . , Es

be the connected components of D(g). By Lemma 3.9 the connected components
Vi := ClSpec�(N )

(Ei ) ∩ D�(g) of D�(g) are open subsets of Spec�(N ).

We may assume q ∈ V := V1. If U := Spec�(π)−1(V) and Ui := U ∩D�( fi ), we
have U = ⊔r

i=1 Ui and Spec�(π)(Ui ) = V . Observe that pi ∈ Ui for i = 1, . . . , r .
By (5.d) and Lemma 2.16 the restriction

Spec�(π)|U∩Spec�(M)reg
: U ∩ Spec�(M)reg → V \ RSpec�(π)

is a d-unbranched covering. By Lemma 2.18 the restriction

Spec�(π)|U1∩Spec�(M)reg
: U1 ∩ Spec�(M)reg → V \ RSpec�(π)

is a branched covering with empty ramification set. We prove below in (5.g) that
there exists an open dense subset G of U1 such that the cardinality of the fibers of
Spec�(π)|G : G → Spec�(π)(G) is a constant e ∈ N. We deduce by Lemma 2.12
that U1 is an exceptional neighborhood of p1 with respect to V . As this can be done
with each Ui , we conclude that V is a special neighborhood of q and Spec�(π) is a
d-branched covering.

(5.g) We claim: there exists an open dense subset G of U1 such that the cardinality
of the fibers of the restriction map Spec�(π)|G is a constant e ∈ N.

Denote E := E1, D := π−1(E) and Di := D( fi ) ∩ D for i = 1, . . . , r .
By (5.e) and Proposition 3.11(v) we have D = ⊔r

i=1 Di and π(Di ) = E for
i = 1, . . . , r . By Lemma 2.16 the restriction π |D : D → E is a d-branched covering.
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By Remark 2.15(ii) and Lemma 2.18 π |D1 : D1 → E is an e-branched covering for
some integer e ≥ 1. By (5.d) applied to π |D1 ,

Spec�(π |D1) : Spec�(D1)reg → Spec�(E) \ Rπ |D1 (5.3)

is an e-unbranched covering. As E is dense in V and Spec�(π)|U : U → V is by
Lemma 2.2 open, closed and surjective, D is dense in U . As D∩U1 = D1, we deduce
that D1 is dense in U1.

Let i : D1 → M and j : E → N be the inclusions. Consider the commutative
diagrams

D1

π |D1

i
M

π

Spec�(D1)

Spec�(π |D1 )

Spec�(i)
Spec�(M)

Spec�(π)

E
j

N Spec�(E)
Spec�(j)

Spec�(N )

By Lemma 4.3 there exist a ∈ S�(M) and b ∈ S�(N ) such that

Spec�(i)| : Spec�(D1) \ Spec�(i)−1(Z�(a)) → ClSpec�(M)
(D1) \ Z�(a),

Spec�(j)| : Spec�(E) \ Spec�(j)−1(Z�(b)) → ClSpec�(N )
(E) \ Z�(b),

are homeomorphisms,

• ClM (D1) \ Z(a) is dense in ClM (D1) and
• ClN (E) \ Z(b) is dense in ClN (E).

In particular, ClSpec�(M)
(D1)\Z�(a) is dense in ClSpec�(M)

(D1) and ClSpec�(N )
(E)\

Z�(b) is dense in ClSpec�(N )
(E). As D1 is dense in U1 and E is dense in V , we deduce

U1 ⊂ ClSpec�(M)
(U1) = ClSpec�(M)

(D1),

V ⊂ ClSpec�(M)
(V) = ClSpec�(M)

(E).

Define Z1 := U1 ∩ Z�(a) and Z2 := V ∩ Z�(b), which are closed nowhere dense
subsets of U1 and V . As Spec�(π)|U1 : U1 → V is a finite quasi-covering and
Spec�(M)reg ∩U1 ⊂ U1,reg is dense in U1, we have by Lemma 2.10 that Spec(π)(Z1)

is a closed nowhere dense subset of V . Thus,

G := (
U1 ∩ Spec�(M)reg

) \ (
Spec�(π)−1(Spec�(π)(Z1) ∩ Z2)

)

is an open dense subset of U1. As the spectral map (5.3) is an e-unbranched covering,
we deduce (via the homeomorphisms Spec�(i)| and Spec�(j)|) that the cardinality
of the fibers of the restriction Spec�(π)|G : G → Spec�(π)(G) ⊂ V \ RSpec�(π)

is
also e, as claimed.
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To finish the proof of Theorem 1.1 it only remains to check the equalities
BSpec�(π)

= ClSpec�(M)
(Bπ ) and RSpec�(π)

= ClSpec�(N )
(Rπ ).

(5.h) We prove first: BSpec�(π)
= ClSpec�(M)

(Bπ ).

The inclusionBπ ⊂ BSpec�(π)
is clear.AsBSpec�(π)

is a closed subset of Spec�(M),
it holds ClSpec�(M)

(Bπ ) ⊂ BSpec�(π)
. To prove the converse, pick p1 ∈ BSpec�(π)

and
let us show: p1 ∈ ClSpec�(M)

(Bπ ).

Denote q := Spec�(p1) and Spec�(π)−1(q) = {p1, . . . , pr }. As Spec�(π) :
Spec�(M) → Spec�(N ) is a d-branched covering, there exist a special neighbor-
hood V of q and corresponding exceptional neighborhoods U1, . . . ,Ur of p1, . . . , pr .
Let hi ∈ S�(M) be such that pi ∈ D�(hi ) ⊂ Ui for i = 1, . . . , r . Arguing as
in the proof of (5.e), we obtain functions g ∈ S�(N ) and f1, . . . , fr ∈ S�(M)

such thatD�(g) is a special neighborhood of q and pi ∈ D�( fi ) for i = 1, . . . , r are
exceptional neighborhoods with respect toD�(g) (see Remark 2.15(iii)). In particular,
Spec�(π)|D�( f1)

: D�( f1) → D�(g) is an e-branched coveringwhose collapsing set
contains p1. Note that bSpec�(π)

(p1) = e and as p1 ∈ BSpec�(π)
, we deduce e > 1. We

also point out: ClSpec�(M)
(D�( f1))∩D�( f j ) = ∅ for each j �= 1 and by Lemma 3.8

ClSpec�(M)
(D�( f1)) = ClSpec�(M)

(D( f1)).

Next, consider the open subset D(g) of N and note thatπ−1(D(g)) = ⊔r
i=1 D( fi ).

Thus, by Lemmas 2.16 and 2.18 π |D( f1) : D( f1) → D(g) is a branched covering. By
Proposition 3.11 it is an e-branched covering.

Let i : D( f1) ↪→ M and j : D(g) ↪→ N be the inclusions. Denote Z :=
ClM (D( f1)) \ D( f1) and note that as ClM (D( f1)) ∩ D( f j ) = ∅ for j �= 1, we have
by Lemma 2.2 that π(Z) = ClN (D(g)) \ D(g). By Lemma 4.3

Spec�(i)| : Spec�(D( f1)) \ Spec�(i)−1(Z) → ClSpec�(M)
(D( f1)) \ Z

is a homeomorphism, where Z := ClSpec�(M)
(Z). Similarly,

Spec�(j)| : Spec�(D(g)) \ Spec�(j)−1(Z′) → ClSpec�(N )
(D(g)) \ Z′

is a homeomorphism, where Z′ := ClSpec�(N )
(π(Z)) = Spec�(π)(Z).

We claim: p1 ∈ ClSpec�(M)
(D( f1)) \ Zand in particular q = Spec�(p1) ∈

ClSpec�(N )
(D(g)) \ Z′.

Suppose p1 ∈ Z. As p1 ∈ D�( f1), we deduce D�( f1) ∩ Z �= ∅, so there exists
x ∈ ClM (D( f1)) \ D( f1) such that m�

x ∈ D�( f1), which is a contradiction because
D�( f1) ∩ M = D( f1).
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We have the following commutative diagrams

D( f1)
i

π |D( f1)

M

π

Spec�(D( f1)) \ Spec�(i)−1(Z)
Spec�(i)|

Spec�(π |D( f1))

ClSpec�(M)
(D( f1)) \ Z

Spec�(π)|

D(g)
j

N Spec�(D(g)) \ Spec�(j)−1(Z′)
Spec�(j)|

ClSpec�(N )
(D(g)) \ Z′

where the maps Spec�(i)| and Spec�(j)| are (as proved above) homeomorphisms.
As

Spec�(π)−1(q) ∩ ClSpec�(M)
(D( f1)) = {p1}

we deduce from Theorem 1.2 that Spec�(i)−1(p1) ∈ CSpec�(π |D( f1))
= ClSpec�(D( f1))

(Cπ |D( f1)
). ByLemma2.23we concludep1 ∈ ClSpec�(M)

(Cπ |D( f1)
) ⊂ ClSpec�(M)

(Bπ ).
(5.i) By Lemma 2.2

RSpec�(π)
= Spec�(π)(BSpec�(π)

) = Spec�(π)(ClSpec�(M)
(Bπ ))

= ClSpec�(N )
(Spec�(π)(Bπ )) = ClSpec�(N )

(π(Bπ )) = ClSpec�(N )
(Rπ )

and in addition

Spec�(π)−1(RSpec�(π)
) = Spec�(π)−1(ClSpec�(N )

(Rπ ))

= ClSpec�(N )
(Spec�(π)−1(Rπ )) = ClSpec�(M)

(π−1(Rπ )).

This means that Spec�(M)reg = Spec�(M) \ ClSpec�(M)
(π−1(Rπ )), as required. �

Remarks 5.1 (Ramification index of the spectral map) Let π : M → N be a semi-
algebraic d-branched covering and let Spec�(π) : Spec�(M) → Spec�(N ) be the
associated spectral map, which is by Theorem 1.1 a d-branched covering.

(i) Fix an integer e ≥ 2 and let us check: {bSpec�(π)
≥ e} = ClSpec�(M)

({bπ ≥ e}).
The latter shows the neat behavior of bSpec�(π)

with respect to bπ , because

{bSpec�(π)
= e} = {bSpec�(π)

≥ e} \ {bSpec�(π)
≥ e + 1}

= ClSpec�(M)
({bπ ≥ e}) \ ClSpec�(M)

({bπ ≥ e + 1}).

Let p ∈ ClSpec�(M)
({bπ ≥ e}) and let U be an exceptional neighborhood of p. Then

Spec�(π)|U : U → V := Spec�(π)(U) is an (bSpec�(π)
(p))-branched covering. In

particular, there exists x ∈ {bπ ≥ e} such that m�
x ∈ U . As U ∩ M is an open

neighborhood of x ∈ M , there exists by Remark 2.15(iii) an exceptional neighborhood
U of x such that U ⊂ U ∩ M . By Proposition 3.11 and Remark 2.15(iv) we deduce

e ≤ bπ (x) = max{#(π−1(y) ∩U ) : y ∈ π(U )}
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≤ max{#(Spec�(π)−1(q) ∩ U) : q ∈ Spec�(π)(U)} = bSpec�(π)
(p).

To show the converse inclusion, note that in (5.h) inside the proof of Theorem 1.1
we proved {bSpec�(π)

= e} ⊂ ClSpec�(M)
({bπ = e}), so {bSpec�(π)

≥ e} ⊂
ClSpec�(M)

({bπ ≥ e}).
(ii) For each x ∈ M we have bπ (x) = bSpec�(π)

(m�
x ).

Indeed, if we denote e := bπ (x), thenm�
x ∈ ClSpec�(M)

({bπ ≥ e}). As {bπ ≥ e+1}
is by Remark 2.15(iv) a closed subset of M , we have ClSpec�(M)

({bπ ≥ e+1})∩M =
{bπ ≥ e + 1}, so mx ∈ ClSpec�(M)

({bπ ≥ e}) \ ClSpec�(M)
({bπ ≥ e + 1}) =

{bSpec�(π)
= e}, as required. �
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Appendix A: Bezoutian covering

Let Sn denote the symmetric group in n symbols. For each γ ∈ Sn consider the
semialgebraic homeomorphism

γ̂ : R
n → R

n, x := (x1, . . . , xn) �→ (xγ (1) . . . , xγ (n)),

and define the following equivalence relation E in R
n :

E :=
⋃

γ∈Sn

{(x, z) ∈ R
n × R

n : z = γ̂ (x)},

which is a closed semialgebraic subset of R
n × R

n . In addition, π1 : E →
R
n, (x, z) �→ x is a proper map because π−1

1 ([−r , r ]n) ⊂ [−r , r ]n × [−r , r ]n
for each real number r > 0.

According to [4, Thm. 1.4] there exist a semialgebraic set N , a surjective semialge-
braic map f : R

n → N and a homeomorphism g : R
n/E → N such that f = g ◦ π ,

where π : R
n → R

n/E is the natural projection. We claim: the semialgebraic set N
and the maps f and g admit a very precise description.

Let σk ∈ Z[x1, . . . ,xn] be the elementary symmetric forms for 1 ≤ k ≤ n and
consider the polynomial map σ : R

n → R
n, x �→ (σ1(x), . . . , σn(x)). Then N :=

σ(Rn) is a semialgebraic set, the semialgebraic map ( f :=)σ : R
n → N is surjective

and (g :=)σ : R
n/E → N , [x] �→ σ(x) is a well-defined bijection.

If [x] = [z], there exists γ ∈ Sn such that z = γ̂ (x), so σ(x) = σ(z) because
each component σk of σ is a symmetric polynomial. To prove that σ is injective pick
x, z ∈ R

n such that σ(x) = σ(z). We have
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n∏

i=1

(t − xi ) = tn +
n∑

k=1

(−1)kσk(x)t
n−k = tn +

n∑

k=1

(−1)kσk(z)t
n−k =

n∏

i=1

(t − zi ).

Thus, there exists γ ∈ Sn such that z = γ̂ (x), so [x] = [z].
Then, σ−1(σ (z)) = {γ (z) : γ ∈ Sn} for each z ∈ R

n . We have the commutative
diagram:

R
n π

σ

R
n/E

σ

N

Note that σ is continuous and let us see: σ is a homeomorphism.
For each u := (u1, . . . , un) ∈ R

n consider the polynomial fu(t) := tn +∑n
k=1(−1)kuktk . Denote ζ1(u), . . . , ζn(u) the real parts of the (complex) roots of

the polynomial fu . Each value ζi (u) is repeated according to the multiplicity of the
corresponding root. We index such values in such a way that ζ1(u) ≤ · · · ≤ ζn(u). By
[21, §13.3] the functions ζ1, . . . , ζn : R

n → R are continuous. As N is exactly the set
of points a ∈ R

n such that fa has n real roots, the map

s : N → R
n, a �→ (ζ1(a), . . . , ζn(a)) (A.4)

is a continuous section of σ . In particular, σ−1 = π ◦ s is continuous, so σ is a
homeomorphism.

We prove next: ζ1, . . . , ζn have semialgebraic graph, so s : N → R
n is a semial-

gebraic map.
Let u := (u1, . . . ,un) and z be variables, i := √−1. Consider the non-zero

polynomial

P(u,z) := zn +
n∑

j=1

u jz
n− j ∈ Z[u,z].

If we write z := x + iy, we have

P(u,z) = (x + iy)n +
n∑

j=1

u j (x + iy)n− j

= P1(u,x,y) + iP2(u,x,y)

for certain non-zero polynomials P1,P2 ∈ Z[u,x,y]. Let ζ j (u)+iη j (u) ∈ C be the
roots of fu for u ∈ R

n (where 1 ≤ j ≤ n). Then

P1(u, ζ j (u), η j (u)) + iP2(u, ζ j (u), η j (u)) = P(u, ζ j (u) + iη j (u))

= fu(ζ j (u) + iη j (u)) = 0.
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Consequently,

P1(u, ζ j (u), η j (u)) = 0, P2(u, ζ j (u), η j (u)) = 0.

Let R(u,x) ∈ Z[u,x] be the resultant, with respect to y, of the polynomials
P1(u,x,y) and P2(u,x,y). For each u ∈ R

n the real number η j (u) is a common root
of P1(u, ζ j (u),y) and P2(u, ζ j (u),y), so R(u, ζ j (u)) = 0 for u ∈ R

n and 1 ≤ j ≤ n.
Thus, ζ j has semialgebraic graph, as claimed.

For each p ∈ R
n the cardinality of the fiber σ−1(σ (p)) is less than or equal to

ord(Sn) = n!. The equality is achieved if the coordinates of x are pairwise distinct.
Let us check: σ : R

n → N is a semialgebraic finite quasi-covering. It is enough to
show: it is an open and closed map, or equivalently, π : R

n → R
n/E is an open and

closed map.
Let A be an open (resp. closed) subset of R

n . Then the union

π−1(π(A)) =
⋃

γ∈Sn

γ̂ −1(A)

is an open (resp. closed) subset of R
n , so π(A) is open (resp. closed) in R

n/E .
As σ−1(σ (z)) = {γ (z) : γ ∈ Sn} for each z ∈ R

n , the collapsing set of σ is

Cσ = {(z, . . . , z) ∈ R
n : z ∈ R},

whereas the branching set of σ is

Bσ =
⋃

1≤i< j≤n

{(x1, . . . , xn) ∈ R
n : xi = x j },

which is a finite union of hyperplanes of R
n (and it is nowhere dense in R

n).
The inclusion right to left is clear. Suppose conversely that the coordinates of the

point x := (x1, . . . , xn) ∈ R
n are pairwise distinct. Let Ii ⊂ R be an open interval

that contains xi and satisfies Ii ∩ I j = ∅ if i �= j . The restriction of σ to
∏n

i=1 Ii is a
homeomorphism onto its image. Thus, x /∈ Bσ .

Observe that σ−1(σ (Bσ )) = Bσ , so R
n
reg = R

n \ Bσ .
The restriction map σ |Rn

reg
: R

n
reg → N \ Rσ is an (n!)-unbranched covering. Let

us show next: σ is an (n!)-branched covering.
For each γ ∈ Sn consider the semialgebraic section sγ := γ̂ ◦ s : N → R

n of σ ,
where the semialgebraic map s was defined in (A.4). Pick a ∈ N and write

fa(t) := tn +
n∑

k=1

(−1)kakt
k = (t − b1)

k1 · · · (t − b�)
k�

(where k1 + · · · + k� = n). The cardinality of π−1(a) is d := n!
k1!···k�! and σ−1(a) =

{sγ (a) : γ ∈ Sn}. Write π−1(a) := {p1, . . . , pd} and let V be a connected open
semialgebraic neighborhood of a in N such that there exist pairwise disjoint connected
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open semialgebraic neighborhoods U1, . . . ,Ud of p1, . . . , pd satisfying σ(Ui ) = V
and σ−1(V ) = ⊔d

i=1Ui (use Lemma 2.4). Define Sn,i := {γ ∈ Sn : sγ (a) = pi }.
Thus, Sn,i ∩ Sn, j = ∅ for i �= j and Sn = ⊔d

i=1 Sn,i . In addition, if i �= j , there
exists γi j ∈ Sn such that γ̂i j (pi ) = p j . The map Sn,i → Sn, j , γ �→ γi j ◦ γ is
a bijection. We deduce that the cardinality of each Sn,i equals r := k1! · · · k�!. In
addition, Ui = sγ (V ) for each γ ∈ Sn,i and each i = 1, . . . , d. The reader can check
that Bσ |Ui = Bσ ∩Ui ,Rσ |Ui = Rσ ∩ V and Ui,reg = Ui ∩ R

n
reg. The restriction map

σ |Ui,reg : Ui,reg = Ui ∩ R
n
reg → V \Rσ |Ui = V \Rσ is an unbranched semialgebraic

coveringof r sheets (the ramification index at eachpoint pi is equal to r ).Consequently,
V is a special neighborhood of a and U1, . . . ,Ud are the corresponding exceptional
neighborhoods for p1, . . . , pd .
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