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Preface

We collect in this survey part of the lectures held in Madrid (by both authors) and
Pisa (by the first author) in postgraduate courses on Real Algebraic Geometry. It is
not easy to present something new concerning this subject, because there is a lot of
high qualified material developed by several remarkable researchers in Real Algebra
and Real Geometry along the last thirty years. Nevertheless, we have tried to provide
a non absolutely standard presentation of several aspects concerning Artin-Lang’s
Theorem, the Real Nullstellensatz, the Positivstellentsätze and the intrinsic relations
among them and with the pair formed by the polynomial Łojasiewicz’s inequality and
a strong version of Hilbert’s 17th Problem for polynomials. Moreover, we approach
a soft study of the Zariski and real spectra of a ring, and we apply this to analyze
the main properties of the so called polynomial Stone–Čech compactification of Rn.

We have tried to contextualize historically many of the presented results and
some other related ones. We are conscious that we have forgotten the important
contributions in this area of many relevant mathematicians who have not been rec-
ognized in these notes as much as they deserve. Our last purpose is to offend
somebody; this is why we would like to apologize in advance for our ignorance and
our wrong viewpoint in all the situations in which this happens.

Many members of the group working in Real Algebraic and Analytic Geometry at
the UCM in Madrid (current researching contract MTM2011-22435), but specially
the first author of these notes, are in debt with the group of Real Algebraic and
Analytic Geometry of the Dipartimento di Matematica dell’Università di Pisa. A
great part of the postdoctoral training in Real Analytic Geometry of the first author
has been performed in the Dipartimento di Matematica di Pisa during the last ten
years. He has worked together with Prof. Acquistapace and Prof. Broglia, among
other matters, in several fruitful attempts to get a better understanding of the
obstructions for a positive solution to Hilbert’s 17th Problem in the global analytic
case, to provide local-global criteria to have some kind of Positivstellensätze in the
global analytic case and, right now, to present a kind of Nullstellensatz involving
Łojasiewicz’s inequality as was already done by other authors in the past in different
contexts. This is why a big amount of his recent research and learning is located in
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this department in a close collaboration with his colleges (and of course his friends)
Francesca (Prof. Acquistapace) and Fabrizio (Prof. Broglia).

Apart form the extraordinary ambient to perform research in the Dipartimento
di Matematica dell’Università di Pisa and all the facilities that he has received to
work there from his first postdoctoral stay in 2003, the first author would like to
thank the enormous affect that he has always received during the uncountable many
researching stays enjoyed there. During the last ten years he enjoyed the opportunity
of meeting there a great amount of very nice people (graduate students, predoctoral
students, post-doctoral students, professors and other people non related with the
mathematical world) who made very pleasant his frequent visits to Pisa.

The second author of these notes is, probably, the unique member of the group
of real algebraic geometers working in Madrid who never enjoyed an academical
stay in Pisa. However, his contact with the italian school began thirty years ago
with the strong encouragement received from Prof. Alberto Tognoli. After that,
he took profit of the mathematical knowledge and research resource from other
italian real algebraic geometers; among them, Prof. Francesca Acquistapace and
Prof. Fabrizio Broglia play an outstanding role. The contact with them in many
mathematical meetings and their frequent visits to Madrid constitute a permanent
source of personal and mathematical enrichment due to their extreme generosity.

Pisa & Madrid, July 2012

Jose F. Fernando & J.M. Gamboa
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Introduction

David Hilbert proposed in the International Congress of Mathematicians held at
Paris in 1900, as the seventeenth of his famous list of 23 problems, the following
one:

H17. Is it true that every positive semidefinite polynomial f 2 R[x1, . . . , xn], that is,
satisfying f(x) � 0 for each point x 2 Rn, is a sum of squares of rational functions,

that is, quotients of polynomials in n variables?
The answer is affirmative, and for n = 1 the result is rather elementary; it

follows essentially from the fact that R[t] is a unique factorization domain whose
irreducible elements of degree greater than 1 have the form a(t � b)2 + c

2, where
a, b and c are real numbers and c 6= 0. Using this, we prove in Proposition 1.5
(Ch.I) a well known fact: each positive semidefinite univariate polynomial is a sum
of two squares of polynomials in R[t]. On the other hand, Hilbert answered H17 in
the affirmative in [Hi] for n = 2, and proved the existence of positive semidefinite
polynomials in two variables which are not sum of squares of polynomials in R[x1, x2];
hence, rational functions are needed. However, Hilbert did not provided any concrete
positive semidefinite polynomial which is not a sum of squares of polynomials. The
first explicit example was obtained in 1967 by Motzkin, see [Mz], and it will be
carefully presented in our initial analysis of Hilbert’s 17th Problem.

Artin, see [Ar] and [J, VI], answered affirmatively H17 for arbitrary n, and
indeed he showed that the result holds also if R is replaced by a field admitting a
unique ordering compatible with addition and multiplication. Artin’s proof employs
several ingredients: an specialization argument; Sturm’s Theorem [Stu] and the
theory of ordered fields introduced by Artin and Schreier in [AS], precisely to solve
H17. Later on in 1953, Lang revised Artin’s proof in [L1], [L2], and he presented
a rather similar solution in which the specialization argument is substituted by the
theory of real places. In 1955, Robinson obtained in [Ro] a completely new solution,
using model theoretical techniques. In fact he proved what is known as Artin–Lang’s

Theorem, 3.5 (Ch.I), as a consequence of Quantifier elimination Theorem for real
closed fields discovered by Tarski in 1949, [T].

It is worthwhile mentioning two important facts. First, the ideas and mathemat-
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ical tools used in the different solutions of H17 became crucial to the development
of a new branch of mathematics known today as Real Algebra and Real Geometry.
Second, the proofs quoted above are not constructive, that is, they do not provide
an algorithm to find rational functions f1, . . . , fm such that f = f

2
1 + · · ·+f

2
m. There

exist constructive approaches to H17, but we do not present them in these notes.
Any case, let us mention that Hilbert’s solution for polynomials in two variables

is constructive. Later in 1940, Habicht obtained in [H] a constructive solution for
positive definite homogeneous polynomials, that is, satisfying the inequality f(x) > 0
for each point x 2 Rn \ {0}. Twenty years later, the logician Kreisel obtained a
constructive solution in [Kr] for arbitrary n, and his student Delzell published in
1984, see [D], a constructive and continuous representation with respect to small
perturbations of the coefficients.

Moreover, Delzell’s solution provides representations of f as a sum of squares
of rational functions f = f

2
1 + · · · + f

2
m such that the codimension of the set of

zeros of a common denominator of f1, . . . , fm is � 3. In particular, each positive
semidefinite polynomial f 2 R[x1, x2] can be written as f = (g21/g

2) + (g22/g
2) with

g, g1, g2 2 R[x1, x2] and g(x) > 0 for each point x 2 R2.
Chapter I of these notes is devoted to present Artin’s solution of H17. To that

end the preliminaries concerning the theory of ordered fields are explained in Sections
§1 and §2, with special emphasis focused on real closed fields and the existence and
uniqueness of the real closure of an ordered field, which needs Sturm’s Theorem.

The proper solution of H17 is the content of Section §3; in fact we prove a stronger
result, namely, Artin-Lang’s Theorem 3.5.

In Chapter II we present the Real Algebra built up around Hilbert’s 17th Prob-
lem. A main goal is to provide several equivalent formulations of Artin-Lang’s
Theorem in Section §2. This requires to introduce previously, in Section §1, the
fundamental notions of real ring and prime cone of a ring. As a consequence of
Artin-Lang’s Theorem, we prove in Section §3 the Real Nullstellensatz and the
Positivstellensätze; these last provide us a solution of Hilbert’s 17th Problem with
controlled denominators, that we abbreviate H17c. In the fourth Section of this
Chapter we introduce the notions of real ideal and real radical of an ideal, and
we prove Łojasiewicz’s polynomial inequality, denoted Łi. It must be pointed out
that H17c + Łi imply the Real Nullstellensatz, which is in fact equivalent to the
Positivstellensätze, see Exercise 3.11.

Chapter III has a topological flavour. To begin with we study in its first section
very general results about the Zariski spectrum of a commutative ring with unity
and its subspace of closed points. The real spectrum of a real ring and its subspace
of closed points, which are more subtle constructions, are presented in Section §2.
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To finish, both spectra are compared in Section §3, where the so called Stone-Cěch
polynomial compactification of Rn is introduced.

1 Analysis of Hilbert’s 17th Problem.

This problem concerns the relationship between positivity, that is a geometric prop-
erty, and sums of squares, which are algebraic formulae. With independence of the
precise meaning of positivity, it seems clear that sums of squares must be positive

elements. Thus, it seems natural to ask under what assumptions these are the only
positive elements of a ring of functions.

A natural question that arises from the statement of H17 is why one looks for
representations of semidefinite polynomials as sums of squares of rational functions

instead of sums of squares of polynomials. We have already quoted that Hilbert
realized in [Hi] the existence of polynomials in two variables which are sums of
squares of rational functions but they are not sums of squares of polynomials. As
commented before, the first explicit example of a positive semidefinite polynomial
in two variables which is not a sum of squares of polynomials is due to Motzkin, see
[Mz]. This is the polynomial

f(x, y) := x4y2 + x2y4 + 1� 3x2y2.

In fact, for every point (x, y) 2 R2, the arithmetic and geometric means of the real
numbers x

4
y
2, x2

y
4 y 1 are, respectively,

ma := (x4
y
2 + x

2
y
4 + 1)/3 & mg :=

3
p

x4y2 · x2y4 · 1 = x
2
y
2
.

Since ma � mg, for every (x, y) 2 R2 we have

f(x, y) = x
4
y
2 + x

2
y
4 + 1� 3x2

y
2 = 3(ma �mg) � 0.

However, f is not a sum of squares of polynomials in R[x, y].
Proof. Otherwise, there would exist f1, . . . , fr 2 R[x, y] such that

f :=
rX

i=1

f
2
i . (1.1)

Since deg(f) = 6, then deg(fi)  3 for each 1  i  r. Let us divide fi 2 R[y][x]
by the monic polynomial x. Thus, there exist qi 2 R[x, y] and ri 2 R[y] satisfying
fi = xqi + ri for each 1  i  r, and so fi(0, y) = ri. But

1 = f(0, y) =
rX

i=1

f
2
i (0, y) =

rX

i=1

r
2
i ,
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and consequently,

0 = deg(1) = deg
⇣ rX

i=1

r
2
i

⌘
= 2max{deg(ri) : 1  i  r},

that is, each ri 2 R. Thus, using the equality fi = xqi + ri, and after substituting
in (1.1) we obtain

1 = f(x, 0) =
rX

i=1

f
2
i (x, 0) =

rX

i=1

(xqi(x, 0) + ri)
2 = x2

rX

i=1

q
2
i (x, 0)

+ 2x
rX

i=1

riqi(x, 0) +
rX

i=1

r
2
i = x2

rX

i=1

q
2
i (x, 0) + 2x

rX

i=1

riqi(x, 0) + 1,

or equivalently,

x

rX

i=1

q
2
i (x, 0) = �2

rX

i=1

riqi(x, 0).

Suppose there exists some qi(x, 0) 6= 0 and set d := max{deg(qi(x, 0)) : 1  i  r}.
Then, counting degrees,

1 + 2d = deg
⇣ rX

i=1

riqi(x, 0)
⌘
 d,

a contradiction. Hence qi(x, 0) = 0 for 1  i  r, and so qi(x, y) := ygi(x, y) for
some polynomial gi 2 R[x, y]. Therefore,

fi(x, y) = xqi(x, y) + ri = xygi(x, y) + ri for each 1  i  r.

After substituting in (1.1) one gets

x4y2 + x2y4 + 1� 3x2y2 = f(x, y) =
rX

i=1

f
2
i (x, y) =

rX

i=1

(xygi + ri)
2

= x2y2
⇣ rX

i=1

g
2
i

⌘
+ 2xy

rX

i=1

rigi + 1,

and consequently,

x2y2
⇣
x2 + y2 � 3�

⇣ rX

i=1

g
2
i

⌘⌘
= 2xy

rX

i=1

rigi.

After dividing both sides by xy it follows

xy
⇣
x2 + y2 � 3�

⇣ rX

i=1

g
2
i

⌘⌘
= 2

rX

i=1

rigi. (1.2)
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Nevertheless, for each 1  i  r we have

2 + deg(gi) = deg(xygi + ri) = deg(fi)  3,

that is, deg(gi)  1, and so the degree of
Pr

i=1 rigi is  1. Thus, after comparing
degrees in equation (1.2) we obtain

rX

i=1

rigi = 0 & x2 + y2 � 3 =
rX

i=1

g
2
i ,

but this is impossible because it implies
Pr

i=1 g
2
i (0, 0) = �3. ⇤

Remarks 1.1 (1) The statement of H17 can be made explicit in the precedent
example; namely, the polynomial f can be represented as the sum of four squares
in the field R(x, y) of rational functions in two variables as follows:

x4y2 + x2y4 + 1� 3x2y2 =
x2y2(x2 + y2 + 1)(x2 + y2 � 2)2 + (x2 � y2)2

(x2 + y2)2
.

(2) Motzkin’s example shows that H17 statement is the best one for polynomials in
n � 2 variables.

Exercise 1.2 Prove that the polynomials

f(x1, x2, x3) := x41x
2
2 + x42x

2
3 + x43x

2
1 � 3x21x

2
2x

2
3 and

g(x1, x2, x3, x4) := x44 + x21x
2
2 + x21x

2
3 + x22x

2
3 � 4x1x2x3x4

are positive semidefinite but they are not sums of squares in the rings R[x1, x2, x3]
and R[x1, x2, x3, x4], respectively.

Exercise 1.3 Consider, for every positive integer m, the homogeneous polynomial
of degree m, called Hurwitz’s polynomial,

Hm(x1, . . . , xm) :=
mX

j=1

xmj �m

mY

j=1

xj.

(1) Prove that for every positive integer d the following identity holds:

H2d(x1, . . . , x2d) = Hd(x
2
1, . . . , x

2
d) +Hd(x

2
d+1, . . . , x

2
2d) + d

⇣ dY

j=1

xj �
2dY

j=d+1

xj

⌘2

.
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(2) Prove that for every positive integer n the polynomial H2n(x1, . . . , x2n) is a sum
of squares in the polynomial ring Z[x1, . . . , x2n ].
(3) Let d1, . . . , dm be non-negative integers such that

Pm
j=1 dj = 2n. Prove that

g(x1, . . . , xm) :=
mX

j=1

djx
2n

j � 2n
mY

j=1

x
dj
j 2 Z[x1, . . . , xm]

is a sum of squares in the ring Z[x1, . . . , xm].

For the sake of completeness, let us see that for univariate polynomials with real
coefficients to be positive semidefinite is equivalent to be a sum of two squares of
polynomials. First we prove the next auxiliary result, which has its own interest.

Lemma 1.4 Let A be a commutative ring and let x1, . . . , xr 2 A such that each xi

is a sum of two squares in A. Then, x := x1 · · · xr is a sum of two squares in A.

Proof. The result is obvious for r = 1 and we prove it for r = 2. Let a, b, c, d 2 A

such that x1 := a
2 + b

2 and x2 := c
2 + d

2. If A contains a root of t2 + 1 we denote
it by j. Otherwise we consider the ideal a generated by t2 + 1 in A[t], the quotient
B := A[t]/(t2 + 1), that contains A as a subring, and denote j := t + a 2 B. Any
case j

2 = �1 and we factorize the product x1x2 in B as follows:

x1x2 = (a2 + b
2)(c2 + d

2)

= (a+ bj)(a� bj)(c+ dj)(c� dj)

= (a+ bj)(c+ dj)(a� bj)(c� dj)

= ((ac� bd) + (ad+ bc)j)((ac� bd)� (ad+ bc)j)

= (ac� bd)2 + (ad+ bc)2.

Notice that both (ac� bd), (ad+ bc) 2 A, and we get the equality

x1x2 = (a2 + b
2)(c2 + d

2) = (ac� bd)2 + (ad+ bc)2.

Suppose by induction that r � 3 and y := x1 · · · xr�1 is a sum of two squares
in A. Then, by the case just proved, x = yxr is a sum of two squares too.

⇤

Proposition 1.5 Each positive semidefinite univariate polynomial f 2 R[t] is a

sum of two squares in R[t].
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Proof. We may assume that f is a monic polynomial. Since R[t] is a unique factor-
ization domain, f := f

m1
1 · · · fms

s where f1, . . . , fs are monic irreducible polynomials
in R[t]. We may assume that m1, . . . ,mr are even integers for some r  s and
mr+1, . . . ,ms are odd. Let us write

mj := 2kj for all j  r & mj := 2kj + 1 for all r + 1  j  s.

Consequently, g :=
Qs

j=1 f
kj
i 2 R[t] and f = g

2
fr+1 · · · fs. Clearly, if r = s we are

done. Suppose that r < s and notice that, C being algebraically closed, the monic
irreducible polynomials in R[t] have either the form t � b with b 2 R or the form
(t�b)2+c

2 with b, c 2 R and c 6= 0. Let us check that deg(fj) = 2 for r+1  j  s.
Otherwise we may assume that there exists t  s such that

fj(t) := t� bj for each r + 1  j  t  s,

and bt := max{bj : r + 1  j  t}. Let ⌘ 2 R such that g(⌘) 6= 0, ⌘ < bt and ⌘ > bj

for each r + 1  j  t� 1. Then,

fj(⌘) > 0 for each r + 1  j  t� 1 & ft(⌘) < 0.

On the other hand, fj := (t� dj)2 + e
2
j with ej 6= 0 for every t+1  j  s, and this

implies fj(⌘) = (⌘ � dj)2 + e
2
j > 0. Therefore,

f(⌘) = g
2(⌘)

t�1Y

j=1

fj(⌘)
⇣ sY

j=t+1

fj(⌘)
⌘
ft(⌘) < 0,

since all factors of the right hand side, except the last one, are positive. This
contradicts the assumption that f is positive semidefinite.

Therefore, fj(t) := (t�dj)2+e
2
j for each r+1  j  s, where dj, ej 2 R. Hence,

by Lemma 1.4, the product fr+1 · · · fs = h
2
1+h

2
2 for some polynomials h1, h2 2 R[t].

Finally,
f = g

2
fr+1 · · · fs = g

2(h2
1 + h

2
2) = (gh1)

2 + (gh2)
2
,

as wanted. ⇤

Exercise 1.6 Let A be a commutative ring and let x, y 2 A be sums of four squares
in A. Prove that xy is a sum of four squares in A. Hint: Use quaternions.

Remarks 1.7 (1) We will see in Corollary 1.10 that a field E is orderable if and
only if it is real, that is, �1 is not a sum of squares in E. It is natural to ask if for
non real fields each element is a sum of squares.



8 Introduction

(2) The answer to the above question is affirmative if ch(E) 6= 2. Indeed, if E is not
a real field, there exist y1, . . . , ys 2 E such that �1 = y

2
1 + · · · + y

2
s . This implies

that each a 2 E is a sum of squares in E because the elements x1 := (a+ 1)/2 and
x2 := (a� 1)/2 satisfy

a = ((a+ 1)/2)2 + (�1) · ((a� 1)/2)2 = x
2
1 + (y21 + · · ·+ y

2
s)x

2
2

= x
2
1 + (y1x2)

2 + · · ·+ (ysx2)
2
.

(3) However, if ch(E) = 2 the field E is not real, because �1 = 12, but the polyno-
mial f(t) := t2+t+1 is not a sum of squares in the field E(t). Otherwise there would
exist polynomials a0, a1, . . . , ar 2 E[t]\{0} such that f := (a1/a0)2+ · · ·+(ar/a0)2,
that is,

a
2
0f = a

2
1 + · · ·+ a

2
r = (a1 + · · ·+ ar)

2
.

Let g := (a1 + · · · + ar)/a0 2 E(t). Then, f = g
2, and so g 2 E(t) is a root of the

monic polynomial x2 � f 2 A[x], where A := E[t] in an UFD, and so it is integrally
closed. Hence g 2 A and f = g

2. Since

2 = deg(f) = deg(g2) = 2 deg(g),

it follows that deg(g) = 1 and, f being monic, we may assume that g is monic too.
Thus g(t) = t+ " for some " 2 E, and this leads us to a contradiction:

t2 + t+ 1 = f(t) = g(t)2 = (t+ ")2 = t2 + 2"t+ "
2 = t2 + "

2
.

(1.8) Artin’s idea. Artin’s solution to Hilbert’s 17th Problem consists, essen-
tially, of three parts:
(1) To define the concept of ordering of a real field E and to prove that its totally

positive elements, that is, those which are positive with respect to all orderings in
E are, exactly, the sums of squares in E.
(2) To prove that given an ordered field E, the field E(x1, . . . , xn) of rational func-
tions admits an ordering that extends the given ordering in E.
(3) To prove that if E is a real field admitting a unique ordering, then a polynomial
f 2 E[x1, . . . , xn] is negative with respect to some ordering in E(x1, . . . , xn) if and
only if f(x) < 0 for some point x 2 R

n, where R is a certain real algebraic extension
of E called a real closure of E.

In fact these three steps appear in the solutions of H17 due to Artin, Lang and
Robinson quoted before. The only difference between them relies essentially in the
way the third step is proved. While the two first proofs use Sturm’s Theorem, the
third one is based upon the existence of quantifiers elimination in the first-order
theory of real closed fields.
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CHAPTER I

Artin’s solution of Hilbert’s 17th
Problem

In this chapter we approach Artin’s solution of Hilbert’s 17th Problem. We begin
by introducing some crucial preliminary notions for our purposes.

1 Ordered fields

As one can expect, our first step is the introduction of the notion of ordering in a
field (and more generally a cone), compatible with its field operations.

Definitions 1.1 (Cones) Let E be a field and let P ⇢ E be a subset. Denote

E
2 := {x2 : x 2 E}.

(1) The subset P is a cone in E if P + P ⇢ P , P · P ⇢ P and E
2 ⇢ P .

(2) The cone P is proper if �1 /2 P .
(3) A proper cone P is an ordering in E if P[(�P ) = E, where �P := {�x : x 2 P}.

Definitions and Remarks 1.2 (Real field and ordered field) (1) The subset
of elements which are sums of squares in E is

⌃E2 :=
n
x 2 E : 9n 2 N, x1, . . . , xn 2 E such that x =

nX

j=1

x
2
j

o
.

Note that ⌃E2 is a cone in E, because given two sums of squares

x :=
mX

i=1

x
2
i & y :=

nX

j=1

y
2
j , where each xi, yj 2 E,

both x+ y and xy are sums of squares in E:

x+ y =
mX

i=1

x
2
i +

nX

j=1

y
2
j 2 ⌃E2 & xy =

X

i,j

(xiyj)
2 2 ⌃E2

.
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(2) The set ⌃E2 is contained in every cone P in E since E
2 ⇢ P and P + P ⇢ P .

(3) The field E is said to be real if �1 /2 ⌃E2, that is, if ⌃E2 is a proper cone in E.
This is equivalent to:
(3.1) If a1, . . . , ar 2 E satisfy

Pr
i=1 a

2
i = 0, then a1 = 0, . . . , ar = 0.

Indeed, suppose that E is a real field and there exist a1, . . . , ar 2 E \ {0} such
that

Pr
i=1 a

2
i = 0. Then,

�1 =
rX

i=2

(ai/a1)
2 2 ⌃E2

,

a contradiction.
The converse is evident because, if E is not a real field there exist b1, . . . , bs 2 E

such that �1 =
Ps

i=1 b
2
i , and so b0 = 1 6= 0 and

Ps
j=0 b

2
j = 0, against the hypothesis.

(4) Every real field has zero characteristic. Otherwise, suppose that ch(E) = p > 0;
hence �1 = 12+

p�1· · · +12, which is false because E is a real field.
(5) An ordered field is a pair (E,) where E is a field and  is a total order relation
in E such that, for every x, y, z 2 E,

x+ z  y + z if x  y & 0  xy if 0  x, y.

(6) It is said that E is an orderable field if there exists an order relation  in E such
that the pair (E,) is an ordered field.

Proposition 1.3 Let E be a field.

(1) If  is an order relation in E such that (E,) is an ordered field, then the subset

P := {x 2 E : 0  x} is an ordering in E.

(2) If P ⇢ E is an ordering in E, then (E,P ) is an ordered field, where P is

defined by x P y if y � x 2 P . We will write also that (E,P ) is an ordered field.
(3) If P is an ordering in E then P \ (�P ) = {0}.
(4) Let P be an ordering in E and p1, . . . , pn 2 P with

Pn
i=1 pi = 0. Then, each

pi = 0.

Proof. (1) Let x, y 2 P. Then, 0  x and 0  y, thus

0  y = 0 + y  x+ y & 0  xy, =) P + P ⇢ P & P · P ⇢ P.

To see that P is a cone we must check the inclusion E
2 ⇢ P. Given x 2 E,

and since  is a total order relation, either 0  x or 0  �x. This implies, from
P · P ⇢ P, that x

2 = (�x)2 2 P.
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Let us prove that P is a proper cone. Otherwise �1 2 P, that is, 0  �1,
and we have just seen that 1 = 12 2 P, or equivalently, 0  1. Adding up �1
to both members of this inequality we get �1 = (�1) + 0  (�1) + 1 = 0, and so
�1  0  �1. Thus �1 = 0, and this is false.

Finally, we must check that P [ (�P) = E, which follows straightforwardly
from the fact that  is a total order relation.
(2) Since 0 = 02 2 E

2 ⇢ P , each element x 2 E satisfies x � x = 0 2 P , that
is, x P x, and so P is a reflexive relation. Suppose it is not antisymmetric.
Then, there exist distinct elements x, y 2 E such that x P y and y P x, that is,
z = y � x 2 P and �z = x � y 2 P . But P · P ⇢ P , and so �z

2 = z(�z) 2 P .
Moreover, 1/z2 = (1/z)2 2 E

2 ⇢ P , and consequently,

�1 = (�z
2) · (1/z2) 2 P · P ⇢ P.

This is false, because P is a proper cone. Moreover, P is a transitive relation, since
given x P y P z one has y � x 2 P and z � y 2 P . Hence,

z � x = (z � y) + (y � x) 2 P + P ⇢ P,

which means x P z.
Moreover, the equality P [ (�P ) = E implies that P is a total order relation.

To finish we just need to check that P is compatible with the addition and product
in E. First, given x, y 2 E such that x P y and z 2 E, we have

(y + z)� (x+ z) = y � x 2 P () x+ z P y + z.

Moreover, if 0 P x and 0 P y then x, y 2 P , and so xy 2 P · P ⇢ P , that is,
0 P xy.
(3) Suppose there exists a non-zero element x 2 P \ (�P ). Then, x,�x 2 P , which
implies �x

2 = x(�x) 2 P · P ⇢ P . Thus �1 = (�x
2)(1/x)2 2 P · P ⇢ P , and this

is impossible because P is a proper cone.
(4) We argue by induction on the number n of summands. For n = 2, p1 + p2 = 0,
that is, p1 = �p2 2 P \ (�P ) = {0}, and so p1 = 0 and p2 = 0. For the inductive
step, suppose that p1 + · · ·+ pn+1 = 0, where each pi 2 P . Then,

p1 + · · ·+ pn = �pn+1 2 P \ (�P ) = {0},

and so pn+1 = 0 and p1+ · · ·+pn = 0. By the induction hypothesis the last equality
implies that p1 = 0, . . . , pn = 0. ⇤
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Remarks 1.4 (1) Given two orderings P1 and P2 in a field E such that P1 ⇢ P2,
then P1 = P2. Otherwise there would exist a 2 P2 \ P1 ⇢ E \ P1 ⇢ (�P1), that is,
�a 2 P1 ⇢ P2. Hence a 2 P2 \ (�P2) = {0}, which is false because 0 2 P1.
(2) Given a field extension K|E and an ordering P in K then, P \E is an ordering
in E. Indeed, let x, y 2 P \ E. Then, x + y, xy 2 P \ E because P is an ordering
and E is a field. Moreover, E2 ⇢ E and E

2 ⇢ K
2 ⇢ P , which implies E

2 ⇢ P \ E.
This shows that P \E is a cone in E, and it is proper since �1 /2 P . Finally, P \E

is an ordering in E, because for each a 2 E \ (P \E) it follows that a 2 K \P , and
so �a 2 E \ P .

Exercise 1.5 (1) Let E be a field, (K,P ) an ordered field and ' : E ! K a field
homomorphism. Prove that Q := '

�1(P ) is an ordering in E.
(2) Find two distinct orderings in the field E := Q(

p
2).

(3) Find an algebraic number u 2 C \ R over Q such that the field Q(u) admits an
ordering.

Exercise 1.6 (1) Prove that the field R of real numbers admits a unique automor-
phism.
(2) Prove that the field C of complex numbers admits infinitely many automor-
phisms.

Exercise 1.7 Let (E,P ) be an ordered field. The absolute value of a 2 E with
respect to P is |a| := max{�a, a}. Prove that

|a+ b|  |a|+ |b| & |ab| = |a| · |b| 8 a, b 2 E.

Exercise 1.8 (1) Prove that for every a 2 R there exists an ordering in the field
R(t) of rational functions in one variable with respect to which t� a is positive but
t is smaller than all real numbers larger than a.
(2) Prove that for every a 2 R there exists an ordering in the field R(t) with respect
to which t� a is negative but t is larger than all real numbers smaller than a.
(3) Prove the existence of an ordering in R(t) with respect to which t is larger than
all real numbers.

A basic but fundamental result in the theory of ordered fields states that the
notions of real and orderable field coincide. In fact we prove next a slightly stronger
result due to Serre, [S], that will be useful in the sequel.
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Lemma 1.9 (Serre’s Criterion) Let P be an ordering in the field E and let K|E
be a field extension. The following statements are equivalent:

(1) There exists an ordering Q in K such that Q \ E = P .

(2) For every p1, . . . , pr 2 P \ {0} the only solution in K of the equation

p1x
2
1 + · · ·+ prx

2
r = 0

is x1 = 0, . . . , xr = 0.

Proof. (1) =) (2). Suppose, by way of contradiction, there exist p1, . . . , pr 2 P \{0}
and x1, . . . , xr 2 K such that x1 6= 0 and p1x

2
1 + · · · + prx

2
r = 0. Each pi 2 P ⇢ Q

and x
2
i 2 K

2 ⇢ Q. Thus, by Proposition 1.3,

�p1x
2
1 = p2x

2
2 + · · ·+ prx

2
r 2 Q \ (�Q) = {0K},

and this is false because p1 6= 0 and x1 6= 0.
(2) =) (1) Let F be the set of all proper cones of K containing P . It is a non-empty
set because

Q0 :=
nX

i

pix
2
i : pi 2 P, xi 2 K

o
2 F .

Indeed, it is obvious that Q0 +Q0 ⇢ Q0 and K
2 ⇢ Q0. Also Q0 ·Q0 ⇢ Q0 because

given

u :=
rX

i=1

pix
2
i & v :=

sX

j=1

qjy
2
i ,

where pi, qj 2 P and xi, yj 2 K, its product is

uv =
X

i,j

piqj(xiyj)
2 2 Q0,

since piqj 2 P and xiyj 2 K. Henceforth Q0 is a cone in K and it contains P ,
because p = p · 12 2 Q0 for every p 2 P . Moreover �1 /2 Q0; otherwise there would
exist p1, . . . , pr 2 P and x1, . . . , xr 2 K such that if we denote p0 := 1 2 P and
x0 := 1 2 K,

�1 = p1x
2
1 + · · ·+ prx

2
r =) p0x

2
0 + p1x

2
1 + · · ·+ prx

2
r = 0

and x0 6= 0, against the hipothesis.
The set F ordered by inclusion is inductive, because given a chain C ⇢ F the

set Q1 :=
S

Q2C Q 2 F is an upper bound of C. Indeed, since Q ⇢ Q1 for every
Q 2 C, it is enough to prove that Q1 2 F . Given q1, q2 2 Q1 there exists, since C
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is a chain, an element Q⇤ 2 C such that q1, q2 2 Q⇤, and so q1 + q2 2 Q⇤ ⇢ Q1 and
q1q2 2 Q⇤ ⇢ Q1. Moreover, K2 ⇢ Q⇤ ⇢ Q1 and P ⇢ Q⇤ ⇢ Q1 and, finally, �1 /2 Q1

because �1 /2 Q for every Q 2 C.
By Zorn’s Lemma there exists a maximal element bQ 2 F , and we will prove that

bQ is an ordering in K, that is, K = bQ[ (� bQ), and obviously bQ contains P because
bQ 2 F . Thus, let a 2 K \ bQ and consider bQ[�a] := {x � ay : x, y 2 bQ}. Let us
prove that bQ[�a] 2 F . First, given x1, x2, y1, y2 2 bQ consider

⇣1 := x1 � ay1 2 bQ[�a] & ⇣2 := x2 � ay2 2 bQ[�a].

Then,

⇣1 + ⇣2 = (x1 + x2)� a(y1 + y2) 2 bQ[�a]

& ⇣1⇣2 = (x1x2 + a
2
y1y2)� a(x1y2 + x2y1) 2 bQ[�a].

This, together with the obvious inclusion K
2 ⇢ bQ ⇢ bQ[�a] implies that this last is

a cone in K and, moreover, P ⇢ bQ ⇢ bQ[�a]. Even more, bQ[�a] is a proper cone
because in case �1 2 bQ[�a] there exist x, y 2 bQ such that �1 = x� ay, and y 6= 0
because �1 /2 bQ. Therefore,

a = (1 + x)/y = (1/y)2y(1 + x) 2 bQ,

and this is false. Now, bQ being a maximal element of F contained in bQ[�a] 2 F it
follows that bQ = bQ[�a], and so �a 2 bQ. Thus, bQ is an ordering in K containing P .
By Remark 1.4 (2) bQ \ E is an ordering in E, and from the inclusion P ⇢ bQ \ E

and Remark 1.4 (1) the equality P = bQ \ E holds. ⇤

Corollary 1.10 A field E admits an ordering if and only if E is a real field.

Proof. Suppose first that E admits an ordering P ⇢ E but E is not a real field.
Then, �1 2 ⌃E2 ⇢ P . But 1 = 12 2 P , and so 1 2 P \ (�P ), against Proposition
1.3 (3).

Suppose, conversely, that E is a real field. Then, by Remark 1.2 (4), ch(E) = 0,
and so E contains the field Q of rational numbers. Let P denote the usual ordering
in Q. We will apply Serre’s Criterion 1.9 to show that there exists an ordering Q

in E such that Q \ Q = P . Let p1, . . . , pr 2 P \ {0} and x1, . . . , xr 2 E such that
p1x

2
1+ · · ·+ prx

2
r = 0. Each pi := mi/n = min/n

2 is a positive rational number that
can be written as

pi = (1/n)2(12+
nmi· · · +12) = y

2
i1 + · · ·+ y

2
isi , with yij 2 Q \ {0} ⇢ E \ {0}.
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Consequently,

0 =
rX

i=1

pix
2
i =

rX

i=1

x
2
i

siX

j=1

y
2
ij =

X

i,j

(xiyij)
2
,

and every xiyij 2 E. Since E is a real field, each product xiyij = 0, and so xi = 0.
Hence, by Serre’s Criterion, there exists an ordering in E which extends the usual
ordering in Q, and we are done. ⇤

Corollary 1.11 Let (E,P ) be an ordered field. Then, the field En := E(x1, . . . , xn)
of rational functions over E admits an ordering Q such that E \Q = P .

Proof. We apply Serre’s Criterion 1.9 once more. Suppose, by way of contradiction,
the existence of p1, . . . , pr 2 P \ {0} and rational functions f1, . . . , fr 2 En \ {0}
such that p1f

2
1 + · · ·+ prf

2
r = 0. Let us write each fi := gi/h for some polynomials

g1, . . . , gr, h 2 E[x1, . . . , xn], where h 6= 0. Hence,

p1g
2
1 + · · ·+ prg

2
r = 0.

Since g = g1 · · · gr 6= 0 and ch(E) = 0 there exists a point a 2 E
n such that g(a) 6= 0,

and so each product pigi(a) 2 P \ {0}. Therefore

0 = p1g1(a)
2 + · · ·+ prgr(a)

2 2 P \ {0},

and this is impossible. ⇤

Exercise 1.12 Let E be a field and let S ⇢ E be a subset such that S · S ⇢ S.
Prove that a given element a 2 E is positive in all orderings in E containing S if
and only if there exist a positive integer n and s1, . . . , sn 2 S and x1, . . . , xn 2 E

such that

a =
nX

j=1

sjx
2
j .

Exercise 1.13 Let (K,P ) be an ordered field and let E ⇢ K be a subfield. An
element a 2 K is said to be infinitely large with respect to E if |x|  a for every
x 2 E, and it is said that a is infinitely small with respect to E if |a| < |x| for every
x 2 E \ {0}.
(1) Prove that a 2 K \ {0} is infinitely large with respect to E if and only if a�1 is
infinitely small with respect to E.
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(2) Prove that the set

V := {a 2 K : a is not infinitely large with respect to E}

is a valuation ring of K, that is, V is a ring and a
�1 2 V for every a 2 K \ V .

(3) Prove that V is a local ring, that is, there exists a unique maximal ideal m in
V , consisting of all infinitely small elements of K with respect to E.
(4) Prove that the quotient V/m is a real field.

Exercise 1.14 Let E be a field and let V ⇢ E be a real valuation ring of E, that
is, the residual field  := V/m, where m is the maximal ideal of V , is a real field.
Prove that E is a real field.

Exercise 1.15 Let (E,P ) be an ordered field, E an algebraic closure of E, a 2 E

and let u 2 E be a root of the polynomial t2 � a.
(1) Prove that if a 2 ⌃E2 then there exists an ordering Q in the field K := E(u)
such that Q \ E = P .
(2) Prove that if the field E(u) is not real, then �a 2 ⌃E2.

Exercise 1.16 Let (E,P ) be an ordered field and let K|E be a finite field extension
of odd degree. Prove that there exists an ordering Q in K such that Q \ E = P .

Exercise 1.17 Let f 2 Q[t] be an irreducible polynomial. Prove that Q[t]/(f)
admits an ordering if and only if f has a real root.

Definition 1.18 An element a in a real field E is said to be totally positive in E if
a 2 P for every ordering P in E.

Let us see next that totally positive elements of a real field E are, precisely, those
elements in E which are sum of squares in E.

Proposition 1.19 Let E be a real field and let F be the set of all orderings in E.

Then, ⌃E2 =
T

P2F P .

Proof. An inclusion is evident because ⌃E2 ⇢ P for every ordering P in E. Thus,
it is enough to show that given a 2 E \ ⌃E2 there exists an ordering Q in E such
that �a 2 Q. Consider the cone

P0 :=
n
�1 � a�2 : �1, �2 2 ⌃E2

o
.
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Let us see that it is a proper cone. If not, �1 2 P0, that is, there exist two sums of
squares �1, �2 such that �1 = �1 � a�2, and this implies

a = (1 + �1)/�2 = (1/�2)
2(1 + �1)�2 2 ⌃E2

,

against the hypothesis.
Hence, the family G consisting of all proper cones in E containing P0 is non-

empty. Given P1, P2 2 G define P1 � P2 if P1 ⇢ P2. The pair (G,�) is an inductive
ordered set since it can be checked straightforwardly that given a chain C ⇢ G, the
union

S
P2C P 2 G is an upper bound of C. In this way G has, by Zorn’s Lemma,

a maximal element Q, and the same argument used in the proof of (2) =) (1)
in Lemma 1.9 shows that Q [ (�Q) = E, that is, Q is an ordering in E. Since
�a = 0� a · 1 2 P0 ⇢ Q, we are done. ⇤

Remarks 1.20 (1) The last proposition can be read as follows: If E is a real field

and a 2 E \ ⌃E2
, then a is negative with respect to some ordering in E.

(2) By Proposition 1.19, if a field E admits a unique ordering then, ⌃E2 is the
unique ordering in E. Suppose, conversely, that ⌃E2 is an ordering in E, and let P
be an arbitrary ordering in E. Since ⌃E2 ⇢ P it follows from Remark 1.4 (1) that
⌃E2 = P .
(3) In particular, if E2 := {x2 : x 2 E} is an ordering in E, then it is the unique
ordering in E. Indeed, it suffices to check that in this case E

2 = ⌃E2 and apply
part (2). The inclusion E

2 ⇢ ⌃E2 is evident. On the other hand, each ordering in
E contains ⌃E2 and, by the hypothesis, E2 is one of them.
(4) Let (E,E

2) and (K,P ) be ordered fields. Let us show that each field homomor-
phism ' : E ! K is order preserving, that is, given x, y 2 E with x E y we have
'(x) K '(y). Indeed, there exists z 2 E such that y � x = z

2, and so

'(y)� '(x) = '(y � x) = '(z2) = '(z)2 2 K
2 ⇢ P

or, in other words, '(x) K '(y).
(5) By part (3) the squares in R constitute the unique ordering in the field R of real
numbers.
(6) The field Q of rational numbers admits, by part (2), a unique ordering. To check
this we must show that Q0 := ⌃Q2 is an ordering in Q. We already know that it
is a proper cone because �1 is not a sum of squares of rational numbers, and so it
suffices to see that Q0 [ (�Q0) = Q. To that end it is enough to observe that given
q := m/n where n,m 2 Z are positive in the unique ordering in R then,

q =
mn

n2
=
⇣ 1
n

⌘2

(12+
mn· · · +12) 2 ⌃Q2

.



18 I. Artin’s solution of Hilbert’s 17th Problem

Exercise 1.21 (Veblen). Let K be a field such that �1 is not a square in K and
the sum of any two non-squares of K is a non-square. Show that K admits a unique
ordering.

Exercise 1.22 In his solution to Waring’s Problem [Hi1], Hilbert proved that for
every pair of positive integers d and n there exist a positive integer m and rational
functions f1, . . . , fm 2 Q(x1, . . . , xn) such that

⇣ nX

j=1

x2j

⌘d

=
mX

i=1

fi(x1, . . . , xn)
2d
.

Use this fact to prove that given a field E admitting a unique ordering, each positive
element in E is a sum of 2k-powers in E for every positive integer k.

Exercise 1.23 A field E is said to enjoy the extension property if each automor-
phism of the field E(t) of rational functions is the extension of an automorphism
of E. Show that E enjoys the extension property if and only if �(E) ⇢ E for each
automorphism � of E(t).

Exercise 1.24 A real field E is said to be a pythagorean field if ⌃E2 = E
2.

(1) Prove that a field E is pythagorean if and only if whenever a polynomial f 2 E[t]
splits in E[t] as a product of degree one factors, the same holds true for its derivative
f
0(t).

(2) Prove that every pythagorean field enjoys the extension property.

Exercise 1.25 Let E|K be a field extension and let P be an ordering in E. It
is said that (E,P ) is an archimedean extension of (K,P \ K) if for every x 2 E

there exists y 2 K such that |x| <P y. If K = Q we simply say that (E,P ) is an
archimedean field.

(1) Let E|K be an algebraic extension and let P be an ordering in E. Prove that
(E,P ) is an archimedean extension of (K,P \K).
(2) Let E be a field admitting a unique ordering P and suppose that the pair (E,P )
is an archimedean field. Prove that E enjoys the extension property. Hint: Use

Exercise 1.22.

Exercise 1.26 (1) Let E be a real field which admits an ordering P such that
P ⇢ Q+ E

2. Prove that E enjoys the extension property.
(2) Let Q((t)) be the quotient field of the ring of formal series with coefficients in
Q. Prove that Q((t)) enjoys the extension property.
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Remark 1.27 The class of fields that enjoy the extension property was introduced
in [GR] and [G1], and has been carefully studied by Fernández and Llerena in [FL1],
[FL2].

(1.28) Real closed fields. Real closed fields constitute a distinguished class of
ordered fields that plays a fundamental role in the solution of H17. A real field is
real closed if it does not admit real algebraic extensions different from the trivial
one. The next theorem provides two useful characterizations of real closed fields.

Theorem 1.29 Let E be a field. The following conditions are equivalent:

(1) E is real closed.

(2) The subset E
2 := {x2 : x 2 E} is an ordering in E and every polynomal in E[t]

whose degree is odd has a root in E.

(3) The ring K := E[t]/(t2 + 1) is an algebraically closed field.

Proof. Let us prove (1) =) (2). To that end let us check first that

E \ E2 ⇢ �
�
⌃E2

�
. (1.1)

Indeed, let a 2 E \E2. Let E be an algebraic closure of E, and let u 2 E be a root
of the polynomial t2 � a. Consequently,

E1 := E[t]/(t2 � a) ⇠= E(u) := {x+ yu : x, y 2 E},

is a degree 2 extension of E. Thus E1|E is a non trivial algebraic extension, and so
E1 is not a real field. Hence �1 2 ⌃E2

1 , that is, there exist x1, . . . , xr, y1, . . . , yr 2 E

such that

�1 =
rX

i=1

(xi + yiu)
2 =

rX

i=1

x
2
i + a

rX

i=1

y
2
i + 2u

rX

i=1

xiyi.

Since {1, u} is a basis of E1 as a vector space over E we have

�1 =
rX

i=1

x
2
i + a

rX

i=1

y
2
i .

But, E being a real field, ⇢ :=
Pr

i=1 y
2
i 6= 0, and �⇢a = 1 +

Pr
i=1 x

2
i . Therefore

�a =
⇣
1 +

rX

i=1

x
2
i

⌘⇣ rX

i=1

y
2
i

⌘⇣1
⇢

⌘2

2 ⌃E2
,
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and the inclusion (1.1) is proved. Henceforth, ⌃E2 = E
2. If not there would exist

x 2 ⌃E2 \ E2 and, by (1.1), �x 2 ⌃E2. Thus, there exist y1, . . . , yr, z1, . . . , zs 2 E

such that

y
2
1 + · · ·+ y

2
r = x = �(z21 + · · ·+ z

2
s), and so y

2
1 + · · ·+ y

2
r + z

2
1 + · · ·+ z

2
s = 0.

Since E is a real field, we get yi = zj = 0, and so x = 0 = 02 2 E
2, which is false.

We are ready to prove that E
2 is an ordering in E. The equality E

2 = ⌃E2

implies that E2 +E
2 ⇢ E

2. It is also evident that E2 ·E2 ⇢ E
2 and, E being a real

field, all reduces to check that E2 [ (�E
2) = E. But given a 2 E \E2 we have seen

in (1.1) that �a 2 ⌃E2 = E
2.

Let us prove now that each polynomial in E[t] of odd degree has at least a
root in E. Otherwise we choose a polynomial f 2 E[t] whose odd degree d0 > 1 is
minimum among the degrees of the polynomials in E[t] of odd degree having no root
in E. This implies, in particular, that f is irreducible in E[t]. Indeed, f factorizes
f := f1 · · · fk as a product of irreducible polynomials in E[t] and at least one of
these factors, say f1, has odd degree. The minimality of the degree of f implies that
f = f1 is irreducible in E[t].

Since E[t] is a PID and f is irreducible in E[t], the quotient E2 := E[t]/(f) is
a field algebraic extension of degree d0 of E. Since E is real closed and the degree
d0 := [E2 : E] > 1, the field E2 is not real, that is, �1 2 ⌃E2

2 . The elements of E2

are equivalence classes h + (f) where the degree of h 2 E[t] is < d0. Hence, there
exist polynomials h1, . . . , hr 2 E[t] with deg(hi) < d0 such that

�1 + (f) = �1E2 =
rX

i=1

(hi + (f))2 =
rX

i=1

h
2
i + (f),

that is, there exists g 2 E[t] such that

� 1 =
rX

i=1

h
2
i + fg. (1.2)

Let e := max{deg(h1), . . . , deg(hr)}  d0 � 1. Now, the field E being real, we have

deg(f) + deg(g) = deg
⇣
1 +

rX

i=1

h
2
i

⌘
= 2e.

Thus, deg(g) = 2e � d0 is odd and deg(g)  2(d0 � 1) � d0 = d0 � 2. From the
minimality of d0 we deduce that g has a root ⌘ 2 E, and after evaluating both
members of equality (1.2) in t = ⌘, it follows that

�1 =
rX

i=1

hi(⌘)
2 + f(⌘)g(⌘) =

rX

i=1

hi(⌘)
2 2 ⌃E2

.
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This is a contradiction because E is a real field.
Let us prove (2) =) (3). Notice that E

2 being an ordering in E, this is a real
field, and so �1 is not a sum of squares in E. In particular �1 /2 E

2, that is, t2 + 1
is an irreducible polynomial in E[t]. Hence, if

p
�1 is a root of t2+1 in an algebraic

closure of E, the quotient K := E[
p
�1] ⇠= E[t]/(t2 + 1) is a field. We must prove

that it is algebraically closed, and to that end is suffices to show that:
(1.29.1) Each polynomial f 2 E[t] with deg(f) � 1 has a root in K.

Indeed, assume for a while that (1.29.1) is true, and let g 2 K[t] be a non-
constant polynomial. Let ⌧ be the conjugation homomorphism in K, that is, the
involution

� : K ! K, a+ b
p
�1 7! a� b

p
�1.

Clearly E = Fix(�) := {z 2 K : �(z) = z}. Let b� be the induced homomorphism

b� : K[t] ! K[t],
dX

j=0

↵jt
j 7!

dX

j=0

�(↵j)t
j
,

and let us check that the product gbg 2 E[t]. Let us write

g(t) :=
dX

j=0

↵jt
j =) bg(t) =

dX

j=0

�(↵j)t
j
.

Thus g(t)bg(t) =
Pe

j=0 bjt
j, where bj :=

Pj
`=0 ↵`�(↵j�`) 2 E, and so f := gbg 2 E[t],

because

�(bj) = �

⇣ jX

`=0

↵`�(↵j�`)
⌘
=

jX

`=0

�(↵`)↵j�` =
jX

k=0

↵k�(↵j�k) = bj.

Since we assume that (1.29.1) is true, 0 = f(u) = g(u)bg(u) = 0 for some u 2 K. If
g(u) = 0 we are done, and if g(u) 6= 0 then bg(u) = 0, which implies

0 = �(0) = �(bg(u)) = �

⇣ dX

j=0

�(↵j)u
j
⌘
=

dX

j=0

↵j�(u)
j = g(�(u)),

and �(u) 2 K is a root of g.
Therefore all reduces to check that (1.29.1) holds. We may assume that f is

irreducible in E[t]; otherwise we replace f by one of its irreducible factors. Let us
denote d := 2mn with n odd, the degree of f and let us prove, by induction on m,
that f has a root in K. For m = 0 there is nothing to prove. Suppose the result is
true for polynomials whose degree has the form 2m�1

n
0 with n

0 odd. Since ch(E) = 0
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and f 2 E[t] is irreducible, the roots of f in an algebraic closure E of E are simple,
that is, f has d distinct roots ⇠1, . . . , ⇠d in E. We must prove that at least one of
them belongs to K. Let us consider, for every integer s 2 Z, the polynomial

gs(t) :=
Y

1i<jd

(t� ⇠i � ⇠j � s⇠i⇠j) 2 E[t],

which is symmetric with respect to the symbols ⇠1, . . . , ⇠d. By the Fundamental
theorem of symmetric polynomials and Cardano’s formulae applied to the coefficients
of f 2 E[t], it follows that gs 2 E[t]. Moreover,

deg(gs) =

✓
d

2

◆
=

d(d� 1)

2
= 2m�1

n(2mn� 1) & n
0 := n(2mn� 1) is odd.

By the induction hypothesis, for each s 2 Z the polynomial gs has a root in K. Thus,
for each s 2 Z there exist 1  is < js  d such that µs := ⇠is + ⇠js � s⇠is⇠js 2 K.
Since Z is an infinite set and M := {(i, j) : 1  i < j  d} is finite, the map

Z ! M, s 7! (is, js)

is not injective. Therefore, there exist r, s 2 Z such that is = ir, js = jr and s 6= r.
Hence, ⇢

⇠ir + ⇠jr � r⇠ir⇠jr = µr

⇠ir + ⇠jr � s⇠ir⇠jr = µs

and so, (s� r)⇠ir⇠jr = µr � µs. Therefore,

!2 := ⇠ir⇠jr = (µr � µs)/(s� r) 2 K

and also 2!1 := ⇠ir + ⇠jr = µr + r!2 2 K. Consequently, ⇠ir and ⇠jr are the roots of
the polynomial

h(t) := (t� ⇠ir)(t� ⇠jr) = t2 � (⇠ir + ⇠jr)t+ ⇠ir⇠jr = t2 � 2!1t+ !2 2 K[t],

and all reduces to prove that at least one root of h (and so both) belongs to K.
These roots are

!1 +
q
!
2
1 � !2 & !1 �

q
!
2
1 � !2,

and so we must check that
p
!
2
1 � !2 2 K = E[

p
�1]. Let !2

1�!2 := a+b
p
�1 2 K,

where a, b 2 E; we look for x, y 2 E such that

a+ b
p
�1 = (x+ y

p
�1)2 () a = x

2 � y
2 & b = 2xy.

If b = 0, and since a 2 E
2 [ (�E

2), either there exists x 2 E with a = x
2, and we

choose y = 0 in this case, either there exists y 2 E such that �a = y
2, and then we
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take x = 0. On the other hand, if b 6= 0, the searched x, y 2 E are solutions of the
system of equations ⇢

x
2 � y

2 = a

2xy = b.

From the second equation y = b/2x and, after substituting this value in the first
one, we must prove that there exists x 2 E such that x

2 � b
2
/4x2 = a. Therefore,

we have to prove that the polynomial

p(t) := 4t4 � 4at2 � b
2 2 E[t]

has at least a root x 2 E. We rewrite p(t) = (2t2 � a)2 � (a2 + b
2), and so the root

x 2 E we are looking for satisfies the equality

(2x2 � a)2 = (a2 + b
2) =) 2x2 = a±

p
a2 + b2.

We are going to show that there exists x 2 E such that 2x2 = a +
p
a2 + b2. We

proved in Remark 1.20 (3) that, E2 being an ordering in E, each sum of squares in
E is a square, and so there exists c 2 E satisfying c

2 := a
2 + b

2. Moreover, we may
asssume that c > 0 and, since

(c� a)(c+ a) = c
2 � a

2 = b
2 � 0,

both c+ a and c� a have the same sign. In fact, both are positive because its sum
(c+ a) + (c� a) = 2c > 0. Thus c+ a > 0 and so (a+ c)/2 is a square in E.

In this way, there exists x 2 E such that x
2 = (a + c)/2 = (a +

p
a2 + b2)/2, as

wanted.
To finish we prove that (3) =) (1), and we see first that ⌃E2 = E

2. To that
end it suffices to check that the sum of two squares in E is a square in E. Let
a, b 2 E and consider the polynomial f(t) := t2 � (a + b

p
�1) 2 K[t]. Since K

is algebraically closed there exists ⌘ := c + d
p
�1 2 K, where c, d 2 E, such that

f(⌘) = 0. Therefore,

a+ b
p
�1 = ⌘

2 = (c+ d
p
�1)2 =) a� b

p
�1 = (c� d

p
�1)2,

and we get

a
2 + b

2 = (a+ b
p
�1)(a� b

p
�1) = (c+ d

p
�1)2(c� d

p
�1)2

= ((c+ d
p
�1)(c� d

p
�1))2 = (c2 + d

2)2 2 E
2
.

This implies that E is a real field. Otherwise �1 2 ⌃E2 = E
2, and so t2 + 1 is a

reducible polynomial in E[t], which is false because K = E[t]/(t2 + 1) is a field.
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To prove that E is real closed, let L|E be an algebraic extension such that L

is a real field. We must prove that E = L. Since algebraicity is a transitive prop-
erty and L[

p
�1]|L is an algebraic extension, the same holds for L[

p
�1]|E. Thus

L[
p
�1]|E[

p
�1] is an algebraic extension too and, since E[

p
�1] is an algebraically

closed field, L[
p
�1] = E[

p
�1]. Thus, for each x 2 L ⇢ L[

p
�1] there exist a, b 2 E

satisfying x := a + b
p
�1 and, either b = 0 and x = a 2 E, or b 6= 0 which implies

that
p
�1 = (x� a)/b 2 L, that is, �1 2 L

2 ⇢ ⌃L2. This is impossible, because L

is a real field. ⇤

Remark 1.30 The third condition in the previous Theorem 1.29 is equivalent to:
E is a real field and E[

p
�1] is an algebraically closed field.

Exercise 1.31 (1) Let R be a real closed field and let R0 ⇢ R be a subfield alge-
braically closed in R, that is, each x 2 R which is algebraic over R0 belongs to R0.
Prove that R0 is a real closed field.
(2) Prove that Ralg := {x 2 R : x is algebraic over Q} is a real closed field.

Remarks and Examples 1.32 (1) The quotient fields R({t⇤}) and R((t⇤)) of the
rings of convergent (resp. formal) Puiseux series in one variable with coefficients in
R (resp. a real closed field R) are real closed fields.
(2) Another examples of real closed fields are the following:
(2.1) Let X be a completely regular topological space and let m be a maximal ideal
of the ring of continuous functions

C(X) := {f : X ! R : f is continuous}.

Then, the quotient C(X)/m is a real closed field, see [He, Thm. 42].
(2.2) Let X ⇢ Rn be a semialgebraic subset and let p be a prime ideal of the ring

S(X) := {f : X ! R : f is continuous and semialgebraic}.

The quotient field of the domain S(X)/p is a real closed field, see [G4] and [Sch1].
(3) A classical result says that for every field E there exists an essentially unique
algebraic extension C|E such that C is algebraically closed. It is said that C is the
algebraic closure of E. The analogous result in Real Algebra states that each ordered
field (E,E) admits a unique real closure, namely, a real closed field (R,R) such
that R|E is an algebraic extension and the ordering R extends the given ordering
E. The proof of this result lies, essentially, on Sturm’s Theorem 2.7, whose proof
will be based on Bolzano’s Theorem and the Intermediate Value Theorem concerning
univariate polynomials with coefficients in a real closed field.
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2 Real closure of an ordered field

To get a proof of Sturm’s Theorem in the general setting of real closed fields we
will use in a crucial way some classical theorems of Analysis concerning polynomials
with coefficients in a real closed field.

Theorem 2.1 (Bolzano) Let R be a real closed field, f 2 R[t] and a, b 2 R such

that a < b and f(a)f(b) < 0. Then, there exists x 2 R such that a < x < b and

f(x) = 0.

Proof. Since R is real closed, C := R[
p
�1] is an algebraically closed field. Let us

show that for every root ! := a+ b
p
�1 2 C \R of f whose multiplicity is denoted

� := multf (!), its conjugate ! = a � b
p
�1 is also a root of f and � := multf (!).

Indeed, f(t) := (t�!)� ·g(t) where ! is not a root of g 2 C[t]. Let b� : C[t] ! C[t]
be the ring homomorphism induced by conjugation. Then,

f = b�(f) = (t� !)� · b�(g),

which proves that ! is a root of f and �
0 := multf (!) � �. Thus, there exists

h 2 C[t] such that f(t) = (t� !)�
0
h(t) and, since b� is an involution that fixes f ,

f = b�(f) = (t� !)�
0 · b�(h).

Therefore � � �
0 � �. Consequently, the roots of f in C \R may be arranged as

!1 := b1 +
p
�1c1, !1 := b1 �

p
�1c1, . . . ,!s := bs +

p
�1cs, !s := bs �

p
�1cs,

where bj, cj 2 R with cj 6= 0, and multf (!j) = multf (!j) = �j for each 1  j  s.
In this way, if a1, . . . , ar are the different roots of f in R, there exists e 2 R such
that

f(t) = e

rY

k=1

(t� ak)
↵k

sY

j=1

(t� (bj +
p
�1cj))

�j(t� (bj �
p
�1cj))

�j

= e

rY

k=1

(t� ak)
↵k

sY

j=1

((t� bj)
2 + c

2
j)
�j ,

where ak, bj, cj 2 R, cj 6= 0 and each ↵k, �j > 0. We may assume that ↵k := 2�k +1
for each 1  k  `  r and ↵k := 2�k for k > `, where each �k is a nonnegative
integer. Therefore f = gh, where

h(t) :=
rY

k=1

(t� ak)
↵k

sY

j=1

((t� bj)
2 + c

2
j)
�j =

rY

k=1

(t� ak)
2�k

sY

j=1

((t� bj)
2 + c

2
j)
�j
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is a positive semidefinite polynomial and g(t) := e
Q`

k=1(t � ak) 2 R[t]. We may
assume that

a0 = �1 < a1 < · · · < a` < a`+1 = +1.

Suppose there exists 0  k  ` such that ak < a < b < ak+1. Then g(a)g(b) > 0,
and so

f(a)f(b) = g(a)h(a)g(b)h(b) = g(a)g(b)h(a)h(b) � 0,

which is false. Hence, there exists 1  k  ` with a < ak < b and f(ak) = 0, and
we are done. ⇤

Notations 2.2 Given an ordered field (E,P ) and a, b 2 E such that a < b, the sets

(a, b) := {x 2 E : a <P x <P b}, [a, b) := {x 2 E : a P x <P b},
(a, b] := {x 2 E : a <P x P b}, [a, b] := {x 2 E : a P x P b}.

are called intervals in E whose endpoints are a and b.

Theorem 2.3 (Intermediate Value Theorem) Let R be a real closed field, and

let a, b 2 R with a < b. Then, for each polynomial f 2 R[t] there exists c 2 (a, b)
such that f(b)� f(a) = f

0(c)(b� a).

Proof. Consider the polynomial

g(t) := (f(t)� f(a))(b� a)� (f(b)� f(a))(t� a)

which satisfies g(a) = g(b) = 0. Since

g
0(t) = f

0(t)(b� a)� (f(b)� f(a)),

it is enough to prove the existence of c 2 (a, b) such that g0(c) = 0.
The set of roots of g in (a, b] is finite and non-empty, because g(b) = 0. Thus

there exists a < b1  b such that g(b1) = 0 and g has no root in the interval (a, b1).
Note that g(a) = g(b1) = 0, and so

g(t) = (t� a)m(t� b1)
n
h(t),

where h 2 R[t] satisfies h(a)h(b1) 6= 0 and m,n � 1. Notice that h has no root in
the interval [a, b1] and so, by Bolzano’s Theorem 2.1, h(a)h(b1) > 0. On the other
hand,

g
0(t) = m(t� a)m�1(t� b1)

n
h(t) + n(t� b1)

n�1(t� a)mh(t)

+ (t� a)m(t� b1)
n
h
0(t) = (t� a)m�1(t� b1)

n�1
h1(t),
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where
h1(t) := m(t� b1)h(t) + n(t� a)h(t) + (t� a)(t� b1)h

0(t).

Notice that

h1(a)h1(b1) = mn(a� b1)h(a)(b1 � a)h(b1) = �mn(b1 � a)2h(a)h(b1) < 0.

By Bolzano’s Theorem, 2.1, there exists c 2 (a, b1) ⇢ (a, b) with h1(c) = 0, and so
g
0(c) = 0. ⇤

Corollary 2.4 Let R be a real closed field, f 2 R[t] a polynomial, a, b 2 R such that

a < b and J := (a, b) ⇢ R. If f
0(x) > 0 for each x 2 J then, f is a strictly increasing

function in J , and if f
0(x) < 0 for each x 2 J then f is a strictly decreasing function

in J .

Proof. Let x, y 2 J with x < y. By Theorem 2.3 there exists a point z 2 (x, y) such
that f(y)�f(x) = f

0(z)(y�x), and so the sign of the quotient (f(y)�f(x))/(y�x)
coincides with the sign of the derivative f

0 of f in J . ⇤

Exercise 2.5 Let (E,P ) be an ordered field. Prove that the following statements
are equivalent:
(1) For every a, b 2 E such that a <P b, and every polynomial f 2 E[t] with the
property f(a)f(b) <P 0, there exists x 2 (a, b) satisfying f(x) = 0.
(2) The field E is real closed.
(3) For every a, b 2 E such that a <P b there exists x 2 [a, b] satisfying f(t)  f(x)
for each t 2 [a, b].

Remark 2.6 Exercise 2.5 shows that real closed fields are characterized by the
behaviour of polynomials with respect to two basic properties of continuous func-
tions of a real variable: Bolzano’s Theorem and the fact that continuous functions
attain their maximum on bounded closed intervals. Nevertheless, Brown, Craven
and Pelling found in [BCP] a non real closed field satisfying the Intermediate value
Theorem for polynomials.

(2.7) Sturm’s Theorem. Sturm’s algorithm is a basic tool to handle univariate
polynomials with coefficients in a real closed field R, that allows us to determine
the number of roots in an interval (a, b) ⇢ R of a polynomial f 2 R[t]. To present
it we need to introduce some terminology and a couple of auxiliary results.
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(1) Given a real field R and a polynomial f 2 R[t], the Sturm’s sequence for f is
the ordered collection of polynomials (f0, . . . , fk) defined as follows:
8
>>><

>>>:

f0 := f,

f1 := f
0
,

fi�2 := fi�1qi � fi : fi�2, fi�1, fi, qi 2 R[t] & deg(fi) < deg(fi�1) if 2  i  k,

fk�1 := fkqk+1,

Notice that Sturm’s sequence for f is obtained by using Euclides algorithm to calcu-
late the greatest common divisor of f and f

0 and changing the sign of the remainder
of the division in each step. In particular, fk is a greatest common divisor of f and
f
0 and it divides each polynomial fi.

(2) On the other hand, given an ordered sequence of non-zero elements (a0, . . . , ak)
in R, we denote v(a0, . . . , ak) the number of indices i’s such that aiai+1 < 0. If
an ordered collection (a0, . . . , ak) contains zero elements we eliminate them keeping
the order of the remaining ones; in this way we obtain a new sequence (b0, . . . , b`)
without zero elements and we define

v(a0, . . . , ak) := v(b0, . . . , b`).

(3) Let ⇢ 2 R \ {0}. Since (⇢ai)(⇢ai+1) = ⇢
2
aiai+1 we have

v(⇢a0, . . . , ⇢ak) = v(a0, . . . , ak).

(4) Let (f0, . . . , fk) be the Sturm’s sequence of a polynomial f 2 R[t] and let a 2 R

such that f(a) 6= 0. Then, we denote

v(f ; a) := v(f0(a), . . . , fk(a)).

Theorem 2.8 (Sturm) Let R be a real closed field and let f 2 R[t] be a non-zero

polynomial. Let a, b 2 R such that a < b and f(a)f(b) 6= 0. Then, v(f ; a)� v(f ; b)
is the number of roots of f in the interval (a, b).

Proof. Let (f0, f1, . . . , fk) be the Sturm’s sequence for f . The product � :=
Qk

j=0 fj

has a finite number of roots in R, and so there exist ↵1, . . . ,↵s�1 2 R such that

a := ↵0 < ↵1 < · · · < ↵s�1 < ↵s := b,

and � has no root in the union
Ss�1

i=0 (↵i,↵i+1). Let us choose an intermediate point
in each interval (↵i,↵i+1); for example �i+1 := (↵i + ↵i+1)/2. Denote also �0 := a

and �s+1 := b.
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. . .•
a = �0 = ↵0

•
�1 ↵1

•
�2 ↵2

•
�3 ↵3 ↵s�1

•
�s

•
↵s = �s+1 = b

In this way, for each interval [�i, �i+1] with 0  i  s the following conditions
hold:
(1) The product

Qk
j=0 fj has at most one root in this interval, (necessarily such a

root is ↵i), and it can be a common root of some of the polynomials f0, . . . , fk.
(2) If f0 = f has a root in [�i, �i+1] (necessarily such a root is ↵i) it belongs to the
open subinterval (�i, �i+1).

A closed interval [↵, �] satisfying properties (1) y (2) above is called a funda-

mental interval for f . On the other hand, it is evident that

v(f ; a)� v(f ; b) =
sX

i=0

(v(f ; �i)� v(f ; �i+1)),

and the number of roots of f in (a, b) is the number of fundamental intervals (�i, �i+1)
containing a root of f ; and in fact exactly one root. Consequently, all reduces to
prove that:
(3) Given a fundamental interval [↵, �] for f the following equality holds:

v(f ;↵)� v(f ; �) =

(
1 if f has a root in the interval (↵, �).
0 otherwise.

We distinguish two cases:

Case 1. The polynomial f has no root in the fundamental interval [↵, �].
First, if no fi has a root in [↵, �] then, the sign of each fi on [↵, �] is constant,

by Bolzano’s Theorem, and so fi(↵)fi(�) > 0. Hence, v(f ;↵) = v(f ; �).
Suppose now that fi(�) = 0 for some � 2 [↵, �] and some 1  i  k. Note that

� is not a root of two consecutive polynomials fi0 , fi0+1. Otherwise

fi0+2(�) = fi0+1(�)qi0+1(�)� fi0(�) = 0,

and continuing the process we deduce that fk(�) = 0. Since fk divides f it follows
that f(�) = 0, against our assumption.

Thus, if � is a root of fi0 then, fi0�1(�) 6= 0 and fi0+1(�) 6= 0. This implies,
by Bolzano’s Theorem, that the sign of fi0�1 and fi0+1 on the fundamental interval
[↵, �] is constant, because � is the unique root of the product

Qk
j=0 fj in the interval

[↵, �]. Moreover,

fi0�1(�) = fi0(�)qi0(�)� fi0+1(�) = �fi0+1(�),
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and so the signs of fi0�1 and fi0+1 in the interval [↵, �] are opposite. Hence, inde-
pendently of the signs of fi0(↵) and fi0(�), we have

v(fi0�1(↵), fi0(↵), fi0+1(↵)) = v(fi0�1(�), fi0(�), fi0+1(�)) = 1.

Since the sign on [↵, �] of those fk which does not vanish at � is constant, it follows
that v(f ;↵) = v(f ; �) in this case.

Caso 2. Suppose now that f has a root � in the fundamental interval [↵, �].
Notice first that v(f0(↵), f1(↵)) = 1 and v(f0(�), f1(�)) = 0. To easy the check-

ing of these equalities we draw in a picture below the different possibilities that
according to Corollary 2.4 could occur, in terms of the parity of the multiplicity of
� as a root of f .

Even multiplicity Odd multiplicity

•• •

• •

↵ � �

f(↵) > 0, f 0(↵) < 0

f(�) > 0, f 0(�) > 0

•

• •

• •
↵ � �

f(↵) < 0, f 0(↵) > 0

f(�) < 0, f 0(�) < 0

•• •

•

•

↵
� �

f(↵) < 0, f 0(↵) > 0

f(�) > 0, f 0(�) > 0

••

•

•

•
↵ �

�
f(↵) > 0, f 0(↵) < 0

f(�) < 0, f 0(�) < 0

Recall also that � 2 (↵, �). Next let us prove that

v(f1(↵), . . . , fk(↵)) = v(f1(�), . . . , fk(�)). (2.1)

Each quotient gi := fi/fk 2 R[t] is a polynomial for 1  i  k since fk divides
fi. Notice that gi�1 = giqi � gi+1 for 2  i  k � 1 and gk = 1 = gcd(g1, g2).
Moreover, the unique root of g1, . . . , gk in [↵, �], if any, is �; even more, � is not
a root of g1. Indeed, let ` be the multiplicity of � as a root of f0 = f . Then,
it is a root of multiplicity ` � 1 of f

0 = f1, and so f1(t) := (t � �)`�1
h1(t) and

fk(t) := (t��)`�1
hk(t) for some polynomials h1, hk 2 R[t] with h1(�) 6= 0 6= hk(�).

Thus, the quotient g1 = h1/hk does not vanish at �. Now, arguing as in Case 1
(although (g1, . . . , gk) is not a Sturm’s sequence because g2 is not the derivative of
g1), it follows that

v(g1(↵), . . . , gk(↵)) = v(g1(�), . . . , gk(�)),
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since g1 has no root in (↵, �). By 2.7 (3) this implies (2.1) because, for every
1  i  k

fi(↵) = gi(↵)fk(↵) & fi(�) = gi(�)fk(�),

and both fk(↵) and fk(�) are not zero. ⇤

Definitions and Remarks 2.9 (1) Sturm’s algorithm provides the number of dis-
tinct roots of f 2 R[t] in a given interval I ⇢ R. To deduce a procedure to calculate
the number of roots of f in R we look for an interval [�M,M ] ⇢ R, where M just
depends on the coefficients of f , such that all the roots of f in R occur in [�M,M ].
(2) Let R be a real closed field and let f(t) := ant

n + · · · + a1t + a0 2 R[t] be a
non-zero polynomial of degree n. Let us denote M := 1 +

Pn�1
j=0 |aj/an|.

(2.1) If ⌘ 2 R is a root of f , then |⌘| < M . Indeed we can suppose that |⌘| � 1
because M > 1. Note that

an⌘
n + · · ·+ a1⌘ + a0 = f(⌘) = 0,

and we divide this equality by an⌘
n�1. We get

⌘ + (an�1/an) + (an�2/an⌘) + · · ·+ (a0/an⌘
n�1) = 0.

Since |⌘| � 1,

|⌘| =
��(an�1/an) + (an�2/an⌘) + · · ·+ (a0/an⌘

n�1)
��

 |an�1/an|+ |an�2/an|+ · · ·+ |a0/an| < M.

(2.2) Let (f0, f1, . . . , fk) be the Sturm’s sequence of f and let bi and di be, respec-
tively, the leading coefficient and the degree of fi. Denote

v(f ;1) := v(b0, b1, . . . , bk) & v(f ;�1) := v((�1)d0b0, (�1)d1b1, . . . , (�1)dkbk).

Then, v(f ;�1)�v(f ; +1) is the number of roots of f in R. Indeed, by the previous
Remark (2.1) and Sturm’s Theorem, v(f ;�M)� v(f ;M) is the number of roots of
f in R. Therefore, it is enough to check that

v(f ;�1) = v(f ;�M) & v(f ;1) = v(f ;M).

This is so because given a polynomial f 2 R[t] of degree d with leading coefficient
b, and t 2 R big enough, the sign of f(t) coincides with the sign of b, while the sign
of f(�t) is the sign of b(�1)d.
(2.3) A polynomial a0 + a1t+ · · ·+ ant

n 2 R[t] of degree n is said to be hyperbolic

if it has n distinct roots in R. It follows from the precedent Remark (2.2) that
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f 2 R[t] is hyperbolic if and only if di = 1+ di�1 for each 1  i  k and the leading
coefficients of all the polynomials occurring in the Sturm’s sequence for f have the
same sign. Thus, if the R-vector space Rd[t] consisting of those polynomials in R[t]
whose degree is  d is identified with R

d+1 via the map

Rd[t] ! R
d+1

,

dX

j=0

ajt
j 7! (a0, . . . , ad),

the subset H ⇢ Rd[t] consisting of the hyperbolic polynomials is a semialgebraic set,
that is, it is a finite union of subsets of Rd+1 described by conjunctions of polynomial
equalities and inequalities, see equality (4.6) in Chapter II.
(3) Let R1 and R2 be real closed fields and let ' : R1 ! R2 be a homomorphism.
Then, the number of roots in R1 of a polynomial f(t) :=

Pd
j=0 ajt

j 2 R1[t] coincides
with the number of roots of f'(t) :=

Pd
j=0 '(aj)t

j 2 R2[t] in R2. This follows from
Sturm’s Theorem and Remark 2.9 (2.2) because, by Remark 1.20 (4), the signs of
a and '(a) coincide, where a is the leading coefficient of an arbitrary polynomial in
the Sturm’s sequence for f .

Exercise 2.10 (1) Let n � 2 be an integer and let a, b be two non-zero real numbers.
Calculate the number of real roots of f(t) := tn + at+ b according to the values of
a and b,
(2) Let a, b be two non-zero real numbers. Determine, according to the values of a
and b, the number of real roots of g(t) := t5 � 5at3 + 5a2t+ 2b.

Exercise 2.11 Let a < b be real numbers and g := g0, g1, . . . , gn 2 R[t] satisfying
the following conditions:
(1) For every root t0 2 R of g and every small enough real number " > 0, the product
g(t) · g1(t) < 0 for each t 2 (t0 � ", t0) and g(t) · g1(t) > 0 for each t 2 (t0, t0 + ").
(2) For each 0  k  n� 1 the polynomials gk and gk+1 do not share any root in R.
(3) If 0  k  n� 1 and gk(t0) = 0 then, gk�1(t0)gk+1(t0) < 0.
(4) The sign of the polynomial gn in the open interval (a, b) is constant.
Prove that the number of roots of g in the interval (a, b) coincides with the difference

v(g0(a), . . . , gn(a))� v(g0(b), . . . , gn(b)).

Exercise 2.12 (1) How many real roots has the polynomial f(t) :=
Pn

j=0
tj

j! ?

(2) Let f 2 R[t] be a polynomial of degree 3 whose complex roots are simple.
Calculate the number of real roots of the polynomial g := 2ff 00 � (f 0)2, where f

0

and f
00 denote, respectively, the first and the second derivative of f .



I. Artin’s solution of Hilbert’s 17th Problem 33

Before proving the existence and uniqueness of the real closure of an ordered
field we need two auxiliary lemmata.

Lemma 2.13 (1) Let P be an ordering in a field E and let a 2 P \ E
2
. Let u be

a root of the polynomial t2 � a in an algebraic closure of E. Then, there exists an

ordering Q in the field K := E(u) such that Q \ E = P .

(2) Let P be an ordering in a field E and let b1, . . . , br 2 P . For each index 1  j  r,

let vj be a root of the polynomial t2� bj in an algebraic closure of E. Then, the field

K := E(v1, . . . , vr) admits an ordering Q such that Q \ E = P .

Proof. (1) We apply Serre’s Criterion, 1.9. Thus, let p1, . . . , pr 2 P \ {0} and
z1, . . . , zr 2 K such that p1z

2
1 + · · · + prz

2
r = 0. Since {1, u} is a basis of K as a

E-vector space, each zi := xi + yiu for some xi, yi 2 E. Hence,

0 =
rX

i=1

piz
2
i =

rX

i=1

pi(xi + yiu)
2 =

rX

i=1

pi(x
2
i + ay

2
i ) + 2

⇣ rX

i=1

pixiyi

⌘
u.

Consequently,
rX

i=1

pix
2
i +

rX

i=1

apiy
2
i = 0

and, since pix
2
i 2 P and apiy

2
i 2 P with pi 2 P \ {0}, it follows from Proposition 1.3

that pix
2
i = apiy

2
i = 0, and so xi = yi = 0, that is, zi = 0 for each 1  i  r.

(2) Let E0 := E and En := E(v1, . . . , vn) for each 1  n  r. After eliminating
those b

0
is which are squares in Ei�1 we may assume that

E = E0 ( E1 ( · · · ( Er�1 ( Er = K,

where Ei+1 = Ei(vi+1). We argue by induction on r. For r = 1 it suffices to
apply part (1). Let us suppose the existence of an ordering P1 in Er�1 such that
P1 \E = P . By part (1) there exists an ordering Q in Er such that Q\Er�1 = P1,
and so,

Q \ E = Q \ (Er�1 \ E) = (Q \ Er�1) \ E = P1 \ E = P ;

we are done. ⇤

Lemma 2.14 Let P be an ordering in a field E and fix an algebraic closure E of

E. Denote S := {
p
x : x 2 P} and let L := E(S) ⇢ E be the smallest subfield

of E containing E [ S.Then, L is a real field and each ordering Q in L satisfies

Q \ E = P .
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Proof. We see first that L is a real field. Otherwise there would exist x1, . . . , xs 2 L

such that �1 = x
2
1 + · · · + x

2
s. Since T := {xi : 1  i  s} is a finite set there

exist b1, . . . , br 2 P such that x1, . . . , xs 2 K = E(v1, . . . , vr), where each v
2
j = bj.

We have just proved in Lemma 2.13 that K is a real field, and so the equality
�1 = x

2
1 + · · ·+ x

2
s does not hold.

For the second part, let Q be an ordering in L. If x 2 P , then x = (
p
x)2 2 L

2 ⇢
Q. Thus P ⇢ Q \ E and, by Remark 1.4 (1), P = Q \ E. ⇤

Theorem 2.15 (Real closure: existence & uniqueness) (1) Let (E,P ) be an

ordered field. Then, there exists a real closure R of (E,P ).

(2) Given two real closures R1 and R2 of (E,P ) there exists a unique E-isomorphism

� : R1 ! R2.

Proof. (1) Let E be an algebraic closure of E and let F be the set consisting of
all ordered fields (K,QK) such that E ⇢ K ⇢ E and P = QK \ E. Note that F
is non-empty because it contains (E,P ). Consider the order relation � defined in
F by (K1, Q1) � (K2, Q2) if K1 ⇢ K2 and Q2 \ K1 = Q1. Notice that (F ,�) is
inductive, because given a chain

C := {(Ki, Qi) : i 2 I} ⇢ F

we choose K :=
S

i2I Ki and Q :=
S

i2I Qi, and we see that (K,Q) 2 F is an upper
bound of C. Indeed, it is evident that E ⇢ K ⇢ E because E ⇢ Ki ⇢ E for each
i 2 I, and to check that Q is an ordering in K it suffices to repeat the argument used
in the proof of Serre’s Criterion 1.9. Moreover, each Qi\E = P , and so Q\E = P ,
which implies that (K,Q) 2 F and it is an upper bound of the chain C because
each Ki ⇢ K and Q\Ki is an ordering in Ki containing Qi; by Remark 1.4 (1) this
implies that Q \Ki = Qi.

By Zorn’s Lemma, F has a maximal element (R,QR), and we will prove that R
is a real closed field. In such a case, since R|E is an algebraic extension because
R ⇢ E, the field R is a real closure of (E,P ).

Let us prove that all real algebraic extensions of R are trivial. By Lemma 2.14,
the smallest field R ⇢ L ⇢ E containing square roots of all elements in QR is a real
field. Moreover, if QL is an ordering in L we have QL \ R = QR. In particular,
E ⇢ L ⇢ E and

QL \ E = QL \ (R \ E) = (QL \R) \ E = QR \ E = P.

Therefore, (L,QL) 2 F and (R,QR) � (L,QL). Thus, (R,QR) being a maximal
element in F , the equality R = L follows. Hence, for every x 2 QR there exists
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p
x 2 L = R, and so x = (

p
x)2 2 R

2, that is, QR ⇢ R
2, and consequently QR = R

2.
This implies, by Remark 1.20 (3), that R

2 is the unique ordering in R.
To finish, let K|R be a real algebraic extension; we must see that K = R. Note

that given an ordering QK in K,

E ⇢ R ⇢ K ⇢ E and R
2 ⇢ K

2 \R ⇢ QK \R.

Moreover, R2 being an ordering in R, we deduce that QK \R = R
2. Consequently,

QK \ E = (QK \R) \ E = R
2 \ E = P,

that is, the pair (K,QK) 2 F and (R,R
2) � (K,QK). Since (R,R

2) is a maximal
element of F , we deduce that R = K. Hence, R admits no proper real algebraic
extension, and so R is a real closed field. Consequently, it is a real closure of (E,P ).

To approach the uniqueness we prove first the following more general statement,
that will be needed in the solution of H17:
(2.15.1) Let R be a real closure of the ordered field (E,P ) and let R1 be a real closed

field containing E as a subfield that satisfies P = R
2
1 \ E. Then, there exists a

unique E-homomorphism  : R ! R1.
Let F be the set consisting of all pairs (K,'), where K is a field extension of E

contained in R and ' : K ! R1 is an E-homomorphism such that '(K \R
2) ⇢ R

2
1.

The set F is non-empty because the pair (E, j) 2 F , where j : E ,! R1 denotes the
inclusion map. In fact, P = E \R

2 because R is a real closure of (E,P ), and so

j(E \R
2) = j(P ) = P = R

2
1 \ E ⇢ R

2
1.

Define in F the order relation (K1,'1) � (K2,'2) if K1 ⇢ K2 and '2|K1 = '1.
Given a chain C := {(Ki,'i) : i 2 I} ⇢ F the pair (K,'), where

K :=
[

i2I

Ki & ' : K ! R1, x 7! 'i(x) if x 2 Ki

is an upper bound of C in F . Hence, (F ,�) is an inductive ordered set and, by Zorn’s
Lemma, there exists a maximal element (L, ) 2 F . Let us show that L = R, and
so  : R ! R1 is the homomorphism we are looking for. Each a 2 R is algebraic
over L, because the field extension R|L is algebraic since so is R|E. Let us prove
that a 2 L. Consider the irreducible polynomial f 2 L[t] of a over L and let us
denote

a1 < · · · < aj = a < · · · < ar

the roots of f in R. According to Remark 2.9 (3), and using the notations introduced
there, the number of roots of f(t) :=

Pd
j=0 cjt

j in R coincides with the number of
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roots of f (t) :=
Pd

j=0  (cj)t
j in R1. Let b1 < · · · < br be the roots of f in R1

and let � : L(a) ! R1 be the unique homomorphism that maps a to b := bj and
satisfies �|L =  . Let us see that � is order preserving, that is, �(R2 \ L(a)) ⇢ R

2
1.

Given y 2 R
2\L(a), note that y, a2�a1, . . . , ar�ar�1 2 R

2. Let z, z2, . . . , zr 2 R

such that
y = z

2 & z
2
i = ai � ai�1 for each index 2  i  r.

The field L1 := L(a1, . . . , ar, z, z2, . . . , zr) is an algebraic extension of L(a), and so
it is an algebraic extension of L. By the Primitive Element Theorem, there exists
✓ 2 R such that L1 := L(✓). Let g be the irreducible polynomial of ✓ over L. Since g
has at least one root in R, it follows from Remark 2.9 (3) that the polynomial g has
at least one root ⇢ in R1. Therefore, there exists a homomorphism  : L(✓) ! R1

such that  |L(a) = � and  (✓) = ⇢; in particular  |L =  . Notice that for each
2  i  r we have

 (ai)� (ai�1) =  (ai � ai�1) =  (z
2
i ) =  (zi)

2
> 0.

Moreover, f� = f
 is the irreducible polynomial of each bj over �(L), and conse-

quently there exists an index k(i) determined by i such that  (ai) = bk(i). Thus
 (ai) = bi for each 1  i  r. Then,  |L(a) = �, and so  |L =  . Even more, since
 (y) =  (y) =  (z2) =  (z)2 > 0, the homomorphism  is order preserving, and
the same holds true for �.

But, (L, ) being a maximal element of F with (L, ) � (L(a),�), we deduce
that L = L(a) or, equivalently, a 2 L as we want to prove.

Let us prove the uniqueness of the E-homomorphism  : R ! R1. Consider
another E-homomorphism  1 : R ! R1 and let a 2 R. Let f be the irreducible
polynomial of a over E. Let a1 < · · · < aj = a < · · · < ar the roots of f in R. By
Remark 2.9 (3), f has, exactly, r distinct roots in R1, say b1 < · · · < br. Since both
 and  1 are order preserving E-homomorphisms,

 (a) =  (aj) = bj =  1(aj) =  1(a),

which proves the equality  =  1, and so (2.15.1) is proved.
(2.15.2) Finally, let R1 and R2 be two real closures of (E,P ). From (2.15.1), there
exists an E-homomorphism � : R1 ! R2, and we must show that it is an isomor-
phism and it is the unique one. By (2.15.1) there exists also an E-homomorphism
�
0 : R2 ! R1, and so �0 � � : R1 ! R1 and � � �0 : R2 ! R2 are E-homomorphisms.

The identity maps idR1 : R1 ! R1 and idR2 : R2 ! R2 are E-homomorphisms, and
the uniqueness part of (2.15.1) implies that �0 � � = idR1 and � � �0 = idR2 . This
proves that � : R1 ! R2 is an isomorphism, and we see now that it is the unique
one. Let  : R1 ! R2 be another E-isomorphism; then  

�1 � � : R1 ! R1 and
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idR1 : R1 ! R1 are E-homomorphisms; using (2.15.1) once more it follows that
 

�1 � � = idR1 , that is, � =  . ⇤

Remarks 2.16 (1) The uniqueness of the real closure R of an ordered field (E,P )
is stronger than the one of the algebraic closure of E, because the unique E-
automorphism of R is the identity, and this does not happen with the algebraic
closure (consider E = R and the complex conjugation).
(2) If a real field E admits a unique ordering P we say that the real closure of the
ordered field (E,P ) is the real closure of E.

Exercise 2.17 Let (E,P ) be an ordered field and let f 2 E[t] be an irreducible
polynomial such that f(a)f(b) < 0 for some a, b 2 E. Prove that the quotient
K := E[t]/(f) is a field extension of E which admits an ordering Q such that
Q \ E = P .

Exercise 2.18 Let E be a field, P an ordering in E(t) and let R be a real closure of
(E,E \P ). Prove the existence of a unique ordering Q in R(t) with Q\E(t) = P .

Exercise 2.19 Let R be a real closed field, x1, . . . , xn variables over R and let ✓
be an algebraic element over the field Rn := R(x1, . . . , xn). Let f 2 R[x1, . . . , xn, y]
be an irreducible polynomial, where y denotes a single variable over Rn, satisfying
f(x1, . . . , xn, ✓) = 0. Let a := (a1, . . . , an) 2 R

n and b 2 R such that f(a, b) = 0 and
the partial derivative Dn+1f(a, b) 6= 0. Prove that K := Rn(✓) is a real field.

Exercise 2.20 Let u 2 C be an algebraic number over Q and E := Q(u).
(1) Show that there are as many field homomorphisms E ! Ralg as orderings in E.
(2) Suppose that u 6= 0. Prove that u is a sum of squares in E if and only if '(u) > 0
for every field homomorphism ' : E ! Ralg.
(3) Find a subfield E ⇢ Ralg admitting infinitely many orderings.

Exercise 2.21 (1) Let E be a real field and let E
⇤ be the multiplicative group

consisting of non-zero elements in E. Let E⇤2 := {x2 : x 2 E
⇤}. Prove that if E⇤2 is

a subgroup of E⇤ of finite index, then E enjoys the extension property, (see Exercise
1.23).
(2) Let R be the real closure of an ordered field (E,P ) and let a1, . . . , am 2 E \E2.
Prove that the set

F := {L is a field : E ⇢ L ⇢ R and each ai /2 L
2}

admits some maximal element L, and that this field enjoys the extension property.
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Remark 2.22 Second part of Exercise 2.21 has been taken from Endler and Viswa-
nathan, [EV], where they analyze a generalization of a construction due to Artin.

3 Solution of Hilbert’s 17th Problem

As we announced in the Introduction, we will use the theory of ordered fields studied
in the precedent sections to solve Hilbert’s 17th Problem. In fact we will prove the
following statement, which is a stronger formulation than the one presented in the
first section.

Theorem 3.1 (Artin’s Theorem) Let E be a real field admitting a unique or-

dering. Let R be its real closure and let f 2 E[x1, . . . , xn]. Then, the following

statements are equivalent.

(1) The polynomial f is a sum of squares in the field E(x1, . . . , xn) of rational func-

tions.

(2) The polynomial f satisfies f(x) � 0 for every point x 2 R
n
.

Indeed (1) =) (2) is almost straightforward. Observe that given a real closed
field R whose order relation is denoted <, the space Rn is endowed with the topology
having the cubes (p� ", p+ ")n, where p 2 R

n and " is a positive element in R, as
a basis of open subsets. This is the so called order topology or Euclidean topology in
R

n. Notice that if R = R this is the Euclidean topology of Rn.
Let C := R(

p
�1) denote the algebraic closure of R. The topology induced in

C
n by the Euclidean topology in R

2n via the bijection

C
n ! R

2n
, (x1 +

p
�1y1, . . . , xn +

p
�1yn) 7! (x1, . . . , xn, y1, . . . , yn)

is called the Euclidean topology in C
n. If K = R or K = C, the polynomial function

f : Kn ! K associated to a polynomial f 2 K[x1, . . . , xn] is continuous, since it
is a sum of products of projections ⇡i : Kn ! K, (x1, . . . , xn) 7! xi and constant
functions, which are continuous because the Euclidean topology of Kn is obtained
as the product topology of the Euclidean topology of K.

Proposition 3.2 (Identity Principle) Let R be a real closed field and let us de-

note C = R(
p
�1) its algebraic closure; denote indistinctly K = R or K = C. Let

f 2 K[x1, . . . , xn] be a non-zero polynomial. Then,

Df := {x 2 K
n : f(x) 6= 0}

is a dense subset of K
n

in the Euclidean topology.
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Proof. Let us denote

Z(f) := {x 2 K
n : f(x) = 0} = K

n \Df ,

and we argue by induction on n. For n = 1 the set Z(f) is the set of roots of f in
K, and so it is finite. Thus Df is a dense subset of K. Suppose the result is true
for polynomials in K[x1, . . . , xn�1], and write x0 := (x1, . . . , xn�1) and

f = a0(x
0) + a1(x

0)xn + · · ·+ am(x
0)xmn ,

where each aj 2 K[x1, . . . , xn�1]. Suppose, by way of contradiction, that Df is not
a dense subset of K

n. Then, there exist non-empty open subsets Ui ⇢ K in the
Euclidean topology, for 1  i  n, whose product

U :=
nY

i=1

Ui ⇢ K
n

does not intersect Df , that is, U ⇢ Z(f). For each x
0 2 U

0 :=
Qn�1

i=1 Ui, the univari-
ate polynomial f(x0

, xn) 2 K[xn] vanishes identically on the non-empty open subset
Un of K, and so it is the zero polynomial. Thus aj(x0) = 0 for 0  j  m and
each x

0 2 U
0. Hence Daj \ U

0 = ? and, by induction, aj(x0) = 0, that is, f = 0.
⇤

Corollary 3.3 Given a real closure R of the ordered field (E,P ) and a polynomial

f 2 E[x1, . . . , xn] which is a sum of squares in E(x1, . . . , xn), then f(x) � 0 for

every point x 2 R
n
.

Proof. Let f1, . . . , fr, g 2 E[x1, . . . , xn] such that g 6= 0 and f :=
Pr

i=1(fi/g)
2. Then,

Dg = {x 2 R
n : g(x) 6= 0} ⇢ {x 2 R

n : f(x) � 0} = C.

The set C is a dense subset of R
n because, by the Identity Principle, so is Dg.

Moreover, C is a closed subset of Rn because polynomial functions are continuous.
Hence C = R

n, that is, f(x) � 0 for every point x 2 R
n. ⇤

Remarks 3.4 (1) Thus, all we need to prove is (2) =) (1) in Artin’s Theorem 3.1.
Before that, it should be pointed out that Corollary 2 in page 278 in the classical
book Algebra [L2] by Lang states a stronger result than Theorem 3.1. Namely, Lang
substitutes condition (2): “f(x) � 0 for every point x 2 R

n” by

(2)0 : f(x) � 0 for every point x 2 E
n
,



40 I. Artin’s solution of Hilbert’s 17th Problem

but this statement is not true in general. Fix in the field Q(t) of rational functions
over Q in one variable the order that makes t > q for every q 2 Q.

Consider in E := Q(t2) the restriction P of the ordering fixed in Q(t), and let
f := (x2 � t2)(x2 � 4t2) 2 E[x]. It is easily seen that f(x) > 0 for every x 2 E.
However f(3t/2) < 0, and so f is not a sum of squares of rational functions in R(x),
where R is the real closure of (E,P ).
(2) The polynomial used in (1) above is reducible in E[x], but Dubois proved in [Du]
that condition (2)0 above does not imply that f is a sum of squares in R(x1, . . . , xn),
even for irreducible polynomials f 2 E[x1, . . . , xn]. To that end consider the unique
ordering P1 in Q(t) making t positive but smaller than every positive rational
number. Let R be a real closure of (Q(t), P1) and let E be the subfield of R

consisting of those elements which can be obtained from Q(t) by means of a finite
sequence of rational operations and radicals. Let P := R

2 \ E and the polynomial
f(x) := (x3 � t)2 � t3 2 E[x], where x denotes a variable over Q(t). Since f(1) and
f(t1/3) have opposite signs, f is not a sum of squares in R(x). However, it can be
proved that f(x) � 0 for every x 2 E.

We will prove a stronger result than Artin’s Theorem, called Artin-Lang’s theo-
rem, that will be useful in the next chapter.

Theorem 3.5 (Artin-Lang’s Theorem) Let R be the real closure of the ordered

field (E,P ) and let En := E(x1, . . . , xn) be the field of rational functions with coeffi-

cients in E. Let Qn be an ordering in En with Qn\E = P , and f1, . . . , fr 2 Qn\{0}.
Then, there exists x 2 R

n
such that each rational function is defined in x and

fi(x) > 0 in R.

Before proving Artin-Lang’s Theorem 3.5 let us see that it implies Artin’s Theorem,
3.1. Let E be a field which admits a unique ordering P , and let f 2 E[x1, . . . , xn]
be a polynomial which is not a sum of squares in En = E(x1, . . . , xn). Then there
exists, by Proposition 1.19, an ordering Qn in En such that �f 2 Qn \ {0}. Since
P is the unique ordering in E we have Qn \ E = P , and it follows from Artin-
Lang’s Theorem 3.5 that there exists a point x 2 R

n such that f is defined in x and
�f(x) > 0, against the hypothesis.

Thus, until the end of this section our goal is to prove Artin-Lang’s Theorem,
3.5. To that end we introduce now a key notion.

Definition 3.6 Let R be a real closure of the ordered field (E,P ) and fix an ordering
Qn in the field En := E(x1, . . . , xn) such that Qn\E = P . Let {f1, . . . , fr} ⇢ En[t].
We say that a property P satisfied by these polynomials is specializable if there exists
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a finite subset F := { 1, . . . , `} of En such that each  j 2 Qn \ {0} and whenever
the rational functions  1, . . . , ` are defined in a point x 2 R

n and  j(x) > 0 in R

for each 1  j  ` then, the coefficients of each rational function fi(x, t) 2 En[t]
are defined in x and the polynomials f1(x, t), . . . , fr(x, t) 2 R[t] enjoy property P .

Lemma 3.7 The property “a non-zero polynomial f 2 En[t] has exactly r roots in
a real closure Rn of (En, Qn)” is specializable.

Proof. Let us denote (f0 = f, f1 = f
0
, f2, . . . , fk) the Sturm’s sequence of f . Recall

that f0 = f, f1 = f
0, fk = gcd(f, f 0) and

(
fi�2 = fi�1qi � fi, where fi�1, fi, qi 2 En[t], &

deg(fi) < deg(fi�1) for 2  i  k.

Let bi and di denote, respectively, the leading coefficient and the degree of fi. By
Remark 2.9 the number N of roots of f in Rn is given by

N := v(b0, b1, . . . , bk)� v((�1)d0b0, (�1)d1b1, . . . , (�1)dkbk).

For each index 0  j  k, choose "j, �j 2 {�1,+1} such that the rational functions
'j := "jbj and �j := �j(�1)djbj are positive with respect to the ordering Qn in En.
Let  1, . . . , ` 2 En be the squares of the non identically zero coefficients of the
polynomials f0, . . . , fk, q2, . . . , qk. We claim that the finite set

F := {'0, . . . ,'k,�0, . . . ,�k, 1, . . . , `}

satisfies the conditions that guarantee that the property in the statement is special-
izable. Indeed, let x 2 R

n such that

'0(x), . . . ,'k(x),�0(x), . . . ,�k(x), 1(x), . . . , `(x)

are positive in the ordering in R.
Observe first that the positivity of the rational functions  1(x), . . . , `(x) guar-

antees that (f0(x, t), . . . , fk(x, t)) is the Sturm’s sequence of f(x, t) 2 R[t], and
so

N(x) := v(b0(x), b1(x), . . . , bk(x))� v((�1)d0b0(x), (�1)d1b1(x), . . . , (�1)dkbk(x))

is the number of roots in R of f(x, t). On the other hand, since '0(x), . . . ,'k(x)
are positive,

v(b0(x), b1(x), . . . , bk(x)) = v(b0, b1, . . . , bk),

and the positivity of �0(x), . . . ,�k(x) implies that

v((�1)d0b0(x), (�1)d1b1(x), . . . , (�1)dkbk(x)) = v((�1)d0b0, (�1)d1b1, . . . , (�1)dkbk).

Consequently, N = N(x), as wanted. ⇤
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Lemma 3.8 Let f1, . . . , fr 2 En[t]. The property “each polynomial fi has some
root ⇢i in a real closure Rn of (En, Qn), and such roots satisfy the strict inequalities
⇢1 < · · · < ⇢r”, is specializable.

Proof. For each index 2  j  r let zj :=
p
⇢j � ⇢j�1 2 Rn. Both ⇢i and zj are

algebraic over En, because Rn|En is an algebraic field extension. Henceforth, if we
denote

Ln := En(⇢1, . . . , ⇢r, z2, . . . , zr) ⇢ Rn,

the subextension Ln|Kn of Rn|Kn is finite, and so it admits a primitive element ✓.
Since zj 6= 0 there exists tj 2 En(✓) such that zjtj = 1.

Let g 2 En[t] be the irreducible polynomial of ✓ over En and let pi, qj,mj 2 En[t]
such that ⇢i = pi(✓), zj = qj(✓) and tj = mj(✓). Since

fi(pi(✓)) = fi(⇢i) = 0, q
2
j (✓) = z

2
j = ⇢j � ⇢j�1 = pj(✓)� pj�1(✓),

& qj(✓)mj(✓)� 1 = zjtj � 1 = 0,

and g is the irreducible polynomial of ✓ over En, there exist ai, bj, cj 2 En[t] such
that

fi(pi) = gai, q
2
j � (pj � pj�1) = gbj & qjmj � 1 = gcj. (3.1)

Let h1, . . . , h` 2 En be the squares of all non-zero coefficients of the polynomials
g, fi, pi, ai, qj, bj,mj, cj 2 En[t]. Since ✓ 2 Rn is a root of g it follows from Lemma
3.7 the existence of positive rational functions �1, . . . ,�s 2 En with respect to the
ordering Qn such that whenever �1(x), . . . ,�s(x) > 0 for a point x 2 R

n then, the
polynomial g(x, t) 2 Rn[t] has a root in R.

We claim that if x 2 R
n and h1(x), . . . , h`(x),�1(x), . . . ,�s(x) are positive in R

then, each polynomial fi(x, t) 2 Rn[t] has a root �i in R satisfying �1 < · · · < �r.
In fact, if

h1(x), . . . , h`(x),�1(x), . . . ,�s(x) > 0,

all the coefficients of the polynomials

g(x, t), fi(x, t), pi(x, t), ai(x, t), qj(x, t), bj(x, t),mj(x, t), cj(x, t) 2 R[t]

are well defined, and g(x, t) 2 R[t] has a root � in R. Let �i := pi(x, �) for 1  i  r.
Since g(x, �) = 0, we deduce from (3.1) that

fi(x, �i) = 0, �j � �j�1 = qj(x, �)
2 & qj(x, �)mj(x, �) = 1,

and so �i is a root of fi(x, t) 2 R[t] and �1 < · · · < �r, as wanted. ⇤
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Proof of Artin-Lang’s Theorem. We must prove the existence of a point x 2 R
n

such that the rational functions f1, . . . , fr are defined in x and f1(x), . . . , fr(x) > 0
in the unique ordering of R.

Preliminary preparation. There exist polynomials p1, . . . , pr, q 2 E[x1, . . . , xn]
such that each fj := pj/q = (pjq)/q2, and so, if x 2 R

n satisfies q(x) 6= 0 then,
fj(x) > 0 if and only if (pjq)(x) > 0. Therefore, after substituting fj by pjq, we
may assume from the beginning that the rational functions fj 2 E[x1, . . . , xn] are
polynomials.

Since E[x1, . . . , xn] is an UFD each polynomial fj factorizes fj := g
2
j

Qsj
k=1 pjk

where gj, pjk 2 E[x1, . . . , xn] and the polynomials pjk are irreducible and pairwise
distinct. Note that since g

2
j is positive, the sign of fj in En := E(x1, . . . , xn) is

determined by the signs of the factors pjk. Hence, we may assume from the beginning
that the rational functions fj are irreducible polynomials in E[x1, . . . , xn].

Development of the proof. We are ready to approach the proof of the theorem.
We argue by induction on n, and we begin with n = 1. Let �1 < · · · < �s be the
roots in R of the irreducible polynomials f1, . . . , fr 2 E[x1]. Let R1 be a real closure
of the ordered field (E1, Q1) := (E(x1), Q1). Since the ordering Q1 in E1 extends P

we have
P = Q1 \ E = (R2

1 \ E1) \ E = R
2
1 \ (E1 \ E) = R

2
1 \ E,

and, by (2.15.1), there exists a unique E-homomorphism R ! R1. Since field
homomorphisms are injective we may assume that this last is an inclusion, that is,
R ⇢ R1. Notice that x1 6= �k for each 1  k  s, because x1 is transcendental
over E and each �k is algebraic over E. In this way, if we denote �0 := �1 and
�s+1 := +1, there exists an index 0  j0  s such that �j0 < x1 < �j0+1. The
algebraic closure of the real closed field R is R(

p
�1), and so each fk factorizes in

R[x1] as

fk(x1) := ak(x1 � �k1) · · · (x1 � �ktk
)

sjY

l=1

Fkl(x1),

where ak 2 E, each polynomial Fkl(x1) has the form (x1 � �)2 + �
2, and the roots

�k` are pairwise distinct. Consequently, the sign of fk in (E1, Q1), or equivalently
in R1, just depends on the signs of the factors x1 � �k` in R1 and the sign of ak in
E. Thus, the sign of fk just depends on the position of x1 in R1 with respect to the
roots �1, . . . , �s.
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Then, if we choose arbitrarily x 2 (�j0 , �j0+1) ⇢ R, the sign of fj(x) in R

coincides with the sign of fj in E1, for 1  j  r. In particular, if we choose

x :=

8
><

>:

�1 � 1 if j0 = 0,
�j0+�j0+1

2 if 1  j0 < s,
�s + 1 if j0 = s,

the first step in the inductive argument is finished.
Suppose the result is true if the number of variables is n � 1 and let us see that

it is also true if the number of variables is n+1. The polynomials f1, . . . , fr are irre-
ducible in E[x1, . . . , xn][xn+1]. We may assume that fi is an irreducible polynomial
in E[x1, . . . , xn] for 1  i  ` and fj is an irreducible polynomial in En[xn+1] with
degxn+1

(fj) � 1 for `+ 1  i  r, (eventually ` = 0 or ` = r).
Consider in En the ordering Qn := Qn+1 \ En and denote, respectively, Rn and

Rn+1 the real closures of (En, Qn) and (En+1, Qn+1). We may assume by (2.15.1)
that Rn ⇢ Rn+1.

Let ⇢1 < · · · < ⇢s be the roots in Rn of the product f`+1 · · · fr. Notice that all
roots of fi are simple because fi is irreducible. Denote ⇢0 := �1 and ⇢s+1 := +1.
Since xn+1 is transcendental over En and ⇢1, . . . , ⇢s are algebraic over E there exists
an index 0  j0  s such that ⇢j0 < xn+1 < ⇢j0+1. Analogously to the case n = 1
we have:
(1) The signs in (En+1, Qn+1) of the irreducible polynomials f`+1, . . . , fr just depend
on the signs in (En, Qn) of the respective leading coefficients g`+1, . . . , gr of these
polynomials and the position of xn+1 with respect to the roots ⇢1, . . . , ⇢s.
(2) Choose "i 2 {�1,+1} such that egi = "igi 2 Qn \ {0} for `+ 1  i  r.

For each 1  j  s let us denote hj 2 {f`+1, . . . , fr} such that hj(⇢j) = 0. Notice
that ⇢j determines hj: this last is the irreducible polynomial of ⇢j over En. Let si

be the number of roots of fi in Rn for each `+ 1  i  r.
By Lemma 3.7 applied to the polynomials f`+1, . . . , fr, and by Lemma 3.8 ap-

plied to the family {h1, . . . , hs}, there exist positive rational functions  1, . . . , m in
(En, Qn) such that for every point x 2 R

n satisfying  1(x) > 0, . . . , m(x) > 0 in R,
the following conditions hold:
(3) Each polynomial fi(x, xn+1) is well defined and it has si roots in R.
(4) If �1 < · · · < �s are the roots in R of the polynomials fi(x, xn+1), then �j is a
root of hj(x, xn+1), since this is one of the polynomials fi(x, xn+1).

Let �`+1, . . . ,�r 2 En be the squares of the discriminants of f`+1, . . . , fr. The
irreducible polynomials f`+1, . . . , fr 2 En[xn+1] have not multiple roots, and so
�`+1, . . . ,�r are strictly positive elements of En with respect to the ordering Qn.
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Since the rational functions

f1, . . . , f`, eg`+1, . . . , egr, h1, . . . , hm, �`+1, . . . ,�r 2 En

are positive in (En, Qn) there exists, by the inductive hypothesis, a point x 2 R
n

such that

f1(x), . . . , f`(x), eg`+1(x), . . . , egr(x),  1(x), . . . , m(x), �`+1(x), . . . ,�r(x)

are positive in R. In particular, since �i(x) > 0, we deduce:
(5) For each ` + 1  i  r the polynomial fi(x, xn+1) 2 R[xn+1] has no multiple

roots.

Denote �0 := �1 � 1 and �s+1 := �s +1. From (1), (2), (3), (4) and (5) it follows
that for every y 2 R satisfying �j0 < y < �j0+1, then fj(x, y) > 0 for each 1  j  r.
Note that fi(x, y) = fi(x) for 1  i  `. Henceforth, choosing

y :=

8
><

>:

�1 � 1 if j0 = 0,
�j0+�j0+1

2 if 1  j0 < s,
�s + 1 if j0 = s,

the point z := (x, y) 2 R
n+1 satisfies the requirements. ⇤

Exercise 3.9 (Sign changing criterion) Let (E,P ) be an ordered field, R a real
closure of (E,P ) and let f 2 E[x1, . . . , xn] be an irreducible polynomial. Denote
Fn the quotient field of the domain E[x1, . . . , xn]/(f). Prove that there exists an
ordering Q in Fn such that Q \ E = P if and only if there exist points a, b 2 R

n

such that f(a)f(b) < 0.

Remark 3.10 The Sign changing criterion is due to Dubois and Efroymson, [DE].
An alternative proof can be obtained from Knebusch Norm Theorem, [K].
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CHAPTER II

Real Algebra

1 Real rings

In this Chapter we present solutions to two main problems in Real Algebra: the Real
Nullstellensatz and the Positivstellensätze. In what follows all rings are commutative
with unit, R denotes a real closed field and we shorten R[x] := R[x1, . . . , xn] and
R(x) its quotient field.

Real Nullstellensatz. Let a ⇢ R[x] be an ideal and let Z ⇢ R
n be a subset.

Denote

Z(a) := {x 2 R
n : f(x) = 0 8 f 2 a} &

I(Z) := {f 2 R[x] : f(x) = 0 8x 2 Z}.

It is straightforward to check that I(Z) is an ideal of R[x] and that a ⇢ I(Z(a)).
One of our goals is to determine the relationship between the ideals a and I(Z(a))
and, in particular, to decide under what conditions the equality a = I(Z(a)) holds.

Positivstellensätze. Given polynomials g1, . . . , gr, f 2 R[x] one looks for necessary
and sufficient conditions to guarantee that f(x) � 0 for each point x of a basic
closed semialgebraic set S := {x 2 R

n : g1(x) � 0, . . . , gr(x) � 0}. Moreover, we
also approach a necessary and sufficient condition for f |S being strictly positive.
Equivalently, if we denote

T := {x 2 R
n : f(x) � 0} & U := {x 2 R

n : f(x) > 0},

one looks for algebraic certificates (that is, equations involving g1, . . . , gr and f) of
the inclusions S ⇢ T and S ⇢ U , that we write using classical notation:

{g1 � 0, . . . , gr � 0} ⇢ {f � 0} or {g1 � 0, . . . , gr � 0} ⇢ {f > 0}.

Exercise 1.1 Let R be a real closed field and let a ⇢ R[x1, x2] be the ideal generated
by the polynomial x41 + (x2 � 1)2(x2 � 2)2. Determine I(Z(a)).

Exercise 1.2 Let R be a real closed field and let g(x1) := x31�1 2 R[x1]. Determine
all polynomials f 2 R[x1] such that {g � 0} ⇢ {f � 0}.
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Definitions and Remarks 1.3 (Prime cones) (1) The Nullstellensatz and the
Positivstellensätze will follow from Artin-Lang’s Theorem 3.5, (Ch.I), and some
elementary notions and results of Real Algebra. In Chapter I we have studied the
set of orderings of a real field, but now we need to generalize such notion to prime

cones in real rings. Notice that given a prime ideal p of a ring A, the domain A/p
admits a quotient field qf(A/p), which can be real or not, and in the first case we
can apply the theory developed in Chapter I. This leads us to collect those pairs
↵ := (p,), where p is a prime ideal of A, such that the quotient (p) := qf(A/p)
is a real field and  is an ordering in (p). These pairs are called prime cones in A,
and p is called the support of ↵; we will write p := p↵.
(2) A ring A is said to be real if it admits a prime cone.
(3) The notion of prime cone was introduced by Coste and Roy, see [CR], who
endowed the set of prime cones of a real ring A with a structure of topological space,
called the real spectrum of A, see Chapter III. This space is very useful to study the
algebraic and topological structure of real algebraic varieties, and it constitutes one
of the milestones in the development of Real Algebraic Geometry since 1980.

Prime cones admit equivalent representations that we explain right now.

(1.4) First alternative definition of prime cone. Recall that an ordering in
a real field is nothing else but the set of nonnegative elements with respect to an
order relation compatible with addition and multiplication. With this idea in mind,
let ↵ := (p,) be a prime cone in a ring A and let

P↵ := {f 2 A : f + p � 0} = ⇡
�1(P),

where ⇡ : A ! A/p is the canonical projection and P is the set of nonnegative
elements in A/p ⇢ (p) with respect to . Denote

A
2 := {x2 : x 2 A} & (�P↵) := {�x : x 2 P↵}.

Notice that P↵/p = P\ (A/p), and it is checked straightforwardly that P↵ satisfies
the following properties:

(i) P↵ + P↵ ⇢ P↵, P↵ · P↵ ⇢ P↵, A2 ⇢ P↵.
(ii) �1 62 P↵.
(iii) P↵ [ (�P↵) = A & P↵ \ (�P↵) = p.

Conversely, it is immediately seen that if � ⇢ A satisfies the above properties,
namely,

(i) � + � ⇢ �, � · � ⇢ �, A
2 ⇢ �.

(ii) �1 62 �.
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(iii) � [ (��) & � \ (��) := q is a prime ideal,

and we define in the quotient field (q) := qf(A/q) the order relation � as

(a+ q)/(b+ q) �� 0 () ab+ q 2 �/q () ab 2 �,

the pair (q,�) is a prime cone in A with support q.

Exercise 1.5 Prove that property (iii) above is equivalent to the following property:

Given a, b 2 A such that ab 2 � then, either a 2 � or �b 2 �.

A subset � ⇢ A satisfying property (i) is said to be a cone in A. If it satisfies
also condition (ii) it is called a proper cone, and we have just said that if conditions
(i), (ii) and (iii) are fulfilled then � is a prime cone. In what follows ⌃A2 denotes
the subset of A consisting of those elements that can be written as a finite sum of
squares of elements in A. Note that ⌃A2 is a cone in A, and it is proper if and only
if �1 is not a sum of squares in the ring A.

Remarks 1.6 (1) Note that if a cone ↵ in A contains �1 then,

(2)2a = (a+ 1)2 + (�1)(a� 1)2 2 ↵

for each a 2 A. Thus, if 1/2 2 A then ↵ = A; this is why it is said that ↵ is not
proper.
(2) Note also that the domains A of positive characteristic p admit no proper cone
because, given a cone ↵ in A we have

�1 = 1 +
p�1· · · + 1 = 12 +

p�1· · · + 12 2 ⌃A2 ⇢ ↵.

(1.7) Second alternative definition of prime cone. (1) Prime cones in a real
ring A may be represented as homomorphisms from A to real closed fields. Recall
that given a field K and a point p := (p1, . . . , pn) 2 K

n, the evaluation at p is the
ring epimorphism evp : K[x1, . . . , xn] ! K, f 7! f(p), whose kernel is the maximal
ideal

mp := {f 2 K[x1, . . . , xn] : f(p) = 0} = (x1 � p1, . . . , xn � pn).

We shall see later on that p and mp can be “identified”. Moreover,

K ⇠= K[x1, . . . , xn]/ ker evp = K[x1, . . . , xn]/mp,

and evp is identified with the canonical projection

⇡ : K[x1, . . . , xn] ! K[x1, . . . , xn]/mp, f 7! f +mp.
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Clearly, mp and evp are mutually determined.
(2) In a more abstract setting, given a prime cone ↵ in a ring A let ↵ := qf(A/p↵)
and R↵ be the real closure of the ordered field (↵,↵). Consider the ring homo-
morphism

' : A ! A/p↵ ,! ↵ ,! R↵,

and notice that ker' = p↵ and ↵ = '
�1(R2

↵). Hence, the homomorphism ' captures
all information concerning ↵.

In what follows we shall use in each situation the most convenient characteriza-
tion of prime cone. The apparently different nature of the characterizations above
provides us some versatility.

Exercise 1.8 Prove that given a ring A, a real closed field R and a ring homomor-
phism ' : A ! R then, ↵ := '

�1(R2) is a prime cone in A.

Exercise 1.9 Let f 2 R[x, y] be an irreducible polynomial whose gradient rf(p)
is not zero for some point p 2 R2 such that f(p) = 0. Prove that A := R[x, y]/(f)
is a real ring.

As commented previously, Artin-Lang’s Theorem, 3.5 (Ch.I) is the main tool in
the proof of the Real Nullstellensatz and the Positivstellensätze. However we will
use a different formulation, due to Robinson [Ro], that will be presented in the next
section. Before that, we characterize real rings.

Lemma 1.10 (Characterization of real rings) Let A be a ring. The following

statements are equivalent:

(1) The ring A contains a proper cone.

(2) The ring A is real.

(3) There exist a real closed field R and a ring homomorphism ' : A ! R.

(4) �1 /2 ⌃A2
.

Proof. (1) =) (2) The hypothesis says that the set F of proper cones in A is non-
empty, and we order it by inclusion. Let us check that each chain C in F has an
upper bound � in F . Then, by Zorn’s Lemma, F admits a maximal element �, and
we will show that � is a prime cone in A.

Indeed, it is evident that the union � :=
S
↵2C ↵ contains each ↵ 2 C; thus, to

check that � is an upper bound of C in F it is enough to see that � 2 F . Obviously
�1 /2 � because �1 /2 ↵ for every ↵ 2 C. Moreover, if ↵ 2 C then, A2 ⇢ ↵ ⇢ �.
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Finally, given a, b 2 � there exist ↵1,↵2 2 C such that a 2 ↵1 and b 2 ↵2. Since C
is a chain we may assume that ↵1 ⇢ ↵2 and, ↵2 being a cone, a+ b, ab 2 ↵2 ⇢ �.

Therefore, there exists a maximal element � in F and we show now that it is
a prime cone in A. We must prove that it satisfies condition (iii) in 1.4 or, equiv-
alently, the condition proposed in Exercise 1.8. Suppose, by way of contradiction,
the existence of a, b 2 A such that ab 2 � but a 62 � and �b 62 �. Consider the sets

�1 := {�0 + a�1 : �i 2 �} & �2 := {⌘0 � b⌘1 : ⌘i 2 �}.

Since � is a cone it follows readily that both �1 and �2 are also cones in A, and
they contain � strictly because a 2 �1 \ � and �b 2 �2 \ �. Since � is a maximal
element of F neither �1 nor �2 are proper cones in A, that is, there exist �i, ⌘i 2 �

for i = 0, 1, such that

�1 = �0 + a�1 & � 1 = ⌘0 � b⌘1.

Consequently, 1 + �0 = �a�1 and 1 + ⌘0 = b⌘1, and this implies

(1 + �0)(1 + ⌘0) = �ab�1⌘1 () �1 = �0 + ⌘0 + �0⌘0 + ab�1⌘1 2 �.

But this is false because � is a proper cone in A. This proves that � is a prime cone
in A, and so A is a real ring.
(2) =) (3) This has been proved in 1.7.
(3) =) (4). Suppose that there exist a1, . . . , ar 2 A such that �1 =

Pr
i=1 a

2
i . Then,

�1 = '(�1) =
rX

i=1

'(ai)
2 2 ⌃R2

,

and this is false because R is a real field.
(4) =) (1) The hypothesis says that ↵ := ⌃A2 is a proper cone in A. ⇤

Exercise 1.11 Let f :=
Pn

i=1 x
2
i and g := 1+ f . Determine if either A := R[x]/(f)

or B := R[x]/(g) are real rings.

Exercise 1.12 (1) Let A be a ring and let S ⇢ A be a subset containing 1 such
that 0 2 A \ S and S · S ⇢ S. Suppose that S + ⌃A2 ⇢ S and let p be an ideal of
A which is maximal among those contained in A \ S. Prove that p is a prime ideal
of A and that the quotient field (p) of A/p is a real field.
(2) Prove that a ring A is real if and only if for every maximal ideal m of A the
localization Am of A at m is a real ring.
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2 Different formulations of Artin-Lang’s
Theorem.

We present now several (equivalent) formulations of Artin-Lang’s Theorem.

Notations 2.1 As we did in Chapter I, given a field E and variables x1, . . . , xn over
E, we denote En := E(x1, . . . , xn) the field of rational functions with coefficients in
E and n variables. Moreover, we denote K

2 := {x2 : x 2 K} the set of squares of
a field K; which is not the product K ⇥ K! Among the different formulations of
Artin-Lang’s Theorem we distinguish the following ones:

(2.2) Artin’s formulation. Let E be a subfield of R, Q an ordering in En such

that Q\E = R2 \E, and let f1, . . . , fr 2 En be positive with respect to the ordering

Q. Then, there exists a point a 2 Qn
such that f1, . . . , fr are defined in a and

f1(a), . . . , fr(a) are positive with respect to the ordering E \Q.
Since Qn is a dense subset of Rn, the precedent statement follows from the next

more general formulation, that was already proved in Theorem 3.5, (Ch.I).

(2.3) Generalized Artin’s formulation. Let R be the real closure of an ordered

field (E,P ) and consider an ordering Q in En with Q\E = P . Let f1, . . . , fr 2 En

be positive with respect to the ordering Q. Then, there exists a point a 2 R
n

such

that f1, . . . , fr are defined in a and f1(a), . . . , fr(a) are positive with respect to the

ordering in R.

(2.4) Lang’s formulation. Let E be a real field and let Q be an ordering in a

finitely generated extension K := E(x1, . . . , xn) of E. Let RE be the real closure of

(E,E \Q). Then, there exists an E-homomorphism ' : E[x1, . . . , xn] ! RE.

(2.5) Robinson’s formulation. Let R be a real closed field, let A be an R-algebra

of finite type, and let R1 be a real closed field containing R as a subfield such that

there exists an R-algebras homomorphism  : A ! R1. Then, there exists an R-

algebras homomorphism ' : A ! R.

Remark 2.6 Last statement (2.5) can be reformulated in terms of prime cones as
follows.
(⇤) Let R be a real closed field and let a be an ideal of R[x]. If A := R[x]/a is a real

ring, then there exists a point p 2 Z(a).

Proof. Let us see that statement (2.5) implies (⇤). Since A is a real ring it admits a
prime cone ↵ := (p,). Denote (p) := qf(A/p) and let R↵ be the real closure of the
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ordered field ((p),). Applying Robinson’s formulation (2.5) to the homomorphism

 : A ! A/p ,! (p) ,! R↵,

there exists an R-algebras homomorphism ' : A ! R. Notice that ' is surjective
since '|R is the identity. In particular m := ker' is a maximal ideal of A because
A/m ⇠= R. Let pi := '(xi + a) 2 R for each 1  i  n and consider the point
p := (p1, . . . , pn) 2 R

n. Since ' is an R-algebras homomorphism, for each f 2 R[x]
we have

'(f + a) = f('(x1 + a), . . . ,'(xn + a)) = f(p1, . . . , pn) = f(p).

To see this, write f :=
P

⌫ a⌫x
⌫1
1 · · · x⌫nn where each a⌫ 2 R and ⌫ := (⌫1, . . . , ⌫n).

Then,

'(f + a) =
X

⌫

a⌫'(x
⌫1
1 + a) · · ·'(x⌫nn + a) =

X

⌫

a⌫'(x1 + a)⌫1 · · ·'(xn + a)⌫n

=
X

⌫

a⌫p
⌫1
1 · · · p⌫nn = f(p1, . . . , pn) = f(p).

Let us check that p 2 Z(a), that is, a ⇢ mp. By the Correspondence Theorem, there
exists a maximal ideal n of R[x] such that a ⇢ n and m := n/a. Now, it suffices
to check that mp ⇢ n. Once this is proved, the equality mp = n holds because mp

is maximal, and so a ⇢ n = mp; hence p 2 Z(a). Indeed, let ⇡ : R[x] ! A be the
canonical projection and note that n ⇢ ⇡

�1(⇡(n)); moreover, this last is a proper
ideal of R[x] since, otherwise

1 + a = ⇡(1) 2 ⇡(n) = n/a = m,

which is false. Thus, the maximality of n guarantees that n = ⇡
�1(⇡(n)), and so it

is enough to prove that mp ⇢ ⇡
�1(⇡(n)), that is, ⇡(mp) ⇢ ⇡(n). Let f 2 mp. Then,

0 = f(p) = '(f + a) = '(⇡(f)) =) ⇡(f) 2 ker' = m = n/a = ⇡(n),

and this means, exactly, that ⇡(mp) ⇢ ⇡(n) as wanted.
Conversely, let us prove that condition (⇤) implies Robinson’s formulation (2.5).

Let  : A ! R1 be an R-algebras homomorphism, where R1 is a real closed field
containing R as a subfield. Notice that A is a real ring, because it admits the
prime cone defined by the homomorphism  . By the hypothesis, there exists a
point p 2 Z(a). Now, the R-algebras homomorphism we are looking for is defined
as ' : A ! R, f + a 7! f(p). Note that ' is well defined since given polynomials
f, g 2 R[x] such that f + a = g + a the difference h := f � g 2 a, and so h(p) = 0,
that is, f(p) = g(p). ⇤
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Proof of the equivalence of the precedent formulations. Let us see the equivalence
of the precedent statements (2.3), (2.4) and (2.5); in this way we shall use them
indistinctly, according to our convenience. To that end we will prove:

(2.5) =) (2.4) =) (2.3) =) (2.4) =) (2.5)

(2.5) =) (2.4). Let R1 be the real closure of the ordered field (K,Q) and consider
the inclusions

E[x1, . . . , xn] ,! K := E(x1, . . . , xn) ,! R1.

Let P := Q \ E and notice that the real closure RE of the ordered field (E,P ) is
a subfield of R1. Therefore the inclusion  : A := RE[x1, . . . , xn] ,! R1 is an RE-
algebras homomorphism. By Robinson’s formulation there exists an RE-algebras
homomorphism '0 : A ! RE. Since the inclusion j : E[x1, . . . , xn] ,! A is an
E-homomorphism and E is a subfield of RE, we get an E-homomorphism

' := '0 � j : E[x1, . . . , xn] ,! A ! RE.

(2.4) =) (2.3). Let Rn be a real closure of the ordered field (En, Q). Since f1, . . . , fr
are positive with respect to the ordering Q in En, there exist g1, . . . , gr 2 Rn such
that each g

2
j = fj. Notice that the ordering QL := R

2
n \ L in the field

L := E(x1, . . . , xn)(g1, . . . , gr) = En(g1, . . . , gr)

satisfies QL \ En = Q. Since L|E is a finitely generated field extension, it follows
from Lang’s formulation (2.4) the existence of an E-homomorphism

' : E[x1, . . . , xn](g1, . . . , gr) ! RE := R.

Denote a := ('(x1), . . . ,'(xn)) 2 R
n. Since f is an E-homomorphism, for each

1  i  r we have

fi(a) = fi('(x1), . . . ,'(xn)) = '(fi) = '(g2i ) = '(gi)
2
> 0.

(2.3) =) (2.4). Denote s the transcendence degree of the field extension K|E. We
may assume without loss of generality that x1, . . . , xs constitute a transcendence
basis of this extension and so, see [J, IV], the field extension K|E(x1, . . . , xs) is
finite.

In fact, E(x1, . . . , xs) being a field of characteristic zero, there exists an element
y 2 K, with K := E(x1, . . . , xs, y). We can suppose that x1, . . . , xs are variables over
E or, more precisely, there exist variables x1, . . . , xs over E, an algebraic element z

over Es := E(x1, . . . , xs) and an E-isomorphism

 : K = E(x1, . . . , xs, y) ! Es(z)
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such that  (xi) = xi for each 1  i  s, and  (y) = z. Let g 2 Es[t] be the
irreducible polynomial of z over Es. Then, there exists an Es-isomorphism

� : Es[z] ! Es[t]/(g)

satisfying �(z) = t + (g). In particular � is an E-isomorphism, and so we re-
place in the sequel K by the quotient Es[t]/(g), and denote also Q the ordering in
Es[t]/(g) which is the image of the ordering Q in K by the E-isomorphism � �  .
Let ts+1, . . . , tn be the images by  of xs+1, . . . , xn and let ps+1, . . . , pn 2 Es[t] such
that �(tj) := pj mod (g).

Notice that z is a root of g in the real closure Rs of the ordered field (Es, Es\Q).
In particular g has a root in Es and, by the specialization results in Section §3 of
Chapter I, there exists a finite subset {h1, . . . , h`} ⇢ Es such that each hi is positive
with respect to the ordering Es\Q and, for every point a 2 R

s
E such that h1, . . . , h`

are defined in a and h1(a), . . . , h`(a) are positive in RE, then g(a, t) 2 RE[t] is a well
defined polynomial and it has a root in RE. Let h`+1, . . . , hm 2 Es be the squares
of the non-zero coefficients of the polynomials ps+1, . . . , pn.

Since we assume that formulation (2.3) is true, there exists a := (a1, . . . , as) 2 R
s
E

such that the rational functions h1, . . . , hm are defined in a and h1(a), . . . , hm(a) are
positive in RE. Hence, there exists a root b 2 RE of the polynomial g(a, t) 2 RE[t].
The E-homomorphism we are looking for is induced by the assignment

' : E[x1, . . . , xn] ! RE, xi 7!
(

ai if 1  i  s,
pi(a, b) if s+ 1  i  n.

We should check that the assignment above induces in fact an E-homomorphism.
For that, we must prove that it preserves the polynomial relations among x1, . . . , xn

with coefficients in E. Thus, let p 2 E[x1, . . . , xn] be such that p(x1, . . . , xn) = 0.
We must see that p('(x1), . . . ,'(xn)) = 0. Notice that,

p(x1, . . . , xs, ps+1(x1, . . . , xs, z), . . . , pn(x1, . . . , xs, z)) = 0

or, equivalently, g divides in Es[t] the polynomial

p(x1, . . . , xs, ps+1(x1, . . . , xs, t), . . . , pn(x1, . . . , xs, t)) 2 Es[t],

that is, there exists h 2 Es[t] such that

p(x1, . . . , xs, ps+1(x1, . . . , xs, t), . . . , pn(x1, . . . , xs, t))

= g(x1, . . . , xs, t)h(x1, . . . , xs, t).
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After substituting x1 = a1, . . . , xs = as, t = b, and since g(a, b) = 0, we deduce that

p('(x1), . . . ,'(xs),'(xs+1), . . . ,'(xn))

= p(a1, . . . , as, ps+1(a1, . . . , as, b), . . . , pn(a1, . . . , as, b)) = 0,

which proves that ' is a well defined homomorphism.
(2.4) =) (2.5). We may assume that A := R[x]/a, where a is an ideal of the
polynomial ring R[x], and let q denote the kernel of an R-algebras homomorphism
 : A ! R1. Let p be the unique prime ideal of R[x] containing a such that
q := p/a. Let B := R[x]/p and denote K := R(x1, . . . , xn) its quotient field, where
xi ⌘ xi mod p. Consider the epimorphism

⇡ : A = R[x]/a ! B = R[x]/p, f + a 7! f + p.

Since ker ⇡ = p/a = q = ker , there exists an injective R-algebras homomorphism
� : B ! R1 with � � ⇡ =  , and we denote also � : K ! R1 its extension to
K = qf(B). Then, ��1(R2

1) is an ordering in K that necessarily extends the order-
ing in its subfield R ⇢ K, because R admits a unique ordering. The hypothesis in
(2.4) implies the existence of an R-algebras homomorphism '0 : B ! R, and so
' := '0 � ⇡ is the R-homomorphism we are looking for. ⇤

Exercise 2.7 Let E be a real field and let ⌃ be the set of orderings in E. For every
P 2 ⌃ let RP be a real closure of the ordered field (K,P ). Let f 2 E[x1, . . . , xn] be
a polynomial such that f(x) � 0 in RP for every point x 2 R

n
P . Prove that f is a

sum of squares in the field RP (x1, . . . , xn).

3 Real Nullstellensatz and Positivstellensätze

We are in a position to approach the proof of the Real Nullstellensatz and the
Positivstellensätze for the polynomial ring R[x], where R is a real closed field. As
far as we know, the first proof of a weak form of the Real Nullstellensatz is due to
Krivine, [Kri], but this article passed unnoticed. Five years later Dubois gave in
[Du1] a version of the Real Nullstellensatz that involves rational functions, and the
statement of Theorem 3.4 is the one proved by Risler in [Ri1]. The Positivstellensätze
proved in Theorem 3.7 were proposed by Stengle in [St], although the use of prime
cones in its proof goes back to the book of Prestel [P]. Its abstract version proposed
in Exercise 3.3 is due to Colliot-Thélène, [CT].
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Notation and Exercise 3.1 (1) Let A be a ring and let g1, . . . , gr 2 A. Let us
denote

⌃A[g1, . . . , gr] :=
n X

⌫2{0,1}r
�⌫g

⌫ : �⌫ 2 ⌃A2
, g

⌫ := g
⌫1
1 · · · g⌫rr , ⌫ := (⌫1, . . . , ⌫r)

o
.

(2) Prove that ⌃A[g1, . . . , gr] is the smallest cone in A containing g1, . . . , gr.

The next result relates algebraic and geometric information and is the key to
prove the Real Nullstellensatz and the Positivstellensätze.

Lemma 3.2 Let R be a real closed field and let g1, . . . , gr, f, h1, . . . , hs 2 R[x]. The

following statements are equivalent:

(1) The set T := {g1 � 0, . . . , gr � 0, f 6= 0, h1 = 0, . . . , hs = 0} is empty.

(2) The R-algebra B := R[x, z, y]/a, where x := (x1, . . . , xn), z := (z1, . . . , zr) and

a := (z21 � g1, . . . , z2r � gr, yf � 1, h1, . . . , hs) ⇢ R[x, z, y],

is not a real ring.

(3) There is no prime cone ↵ in R[x] such that

g1, . . . , gr 2 ↵, f 62 p↵ & h1, . . . , hs 2 p↵.

(4) There is no R-algebras homomorphism ' : R[x] ! R1, where R1 is a real closed

field containing R as a subfield, such that

'(gi) � 0, '(f) 6= 0 & '(hj) = 0 for each 1  i  r and each 1  j  s.

(3.1)
(5) There exist h 2 (h1, . . . , hs)R[x], an integer m � 1 and a 2 ⌃R[x][g1, . . . , gr] such

that a+ f
2m + h = 0.

Proof. We will prove that

(3) () (4) () (2) =) (5) =) (1) =) (2).

The equivalence between (3) and (4) is clear, because the existence of a real closed
field R1 containing R as a subfield and an R-algebras homomorphism ' : R[x] ! R1

satisfying conditions (3.1) is equivalent, by 1.7, to the existence of a prime cone
↵ := '

�1(R2
1) such that g1, . . . , gr 2 ↵, f 62 p↵ and h1, . . . , hs 2 p↵.
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Let us prove that (2) implies (4). Suppose, by way of contradiction, the existence
of a real closed field R1 containing R as a subfield and an R-algebras homomorphism
' : R[x] ! R1, such that

�i := '(gi) � 0, µ := '(f) 6= 0 & '(hj) = 0

for each 1  i  r and each 1  j  s. We will construct an R-algebras homomor-
phism  : B ! R1. In such a case B contains, by 1.7, a prime cone, and this is false
because B is not a real ring.

To define the homomorphism  it suffices to construct an R-algebras homomor-
phism � : R[x, z, y] ! R1 such that a ⇢ ker�, since this implies that � factorizes
through the canonical projection

⇡ : R[x, z, y] ! B = R[x, z, y]/a,

that is, there exists an R-algebras homomorphism  : B ! R1 such that  � ⇡ = �.
Recall that the R-algebras homomorphism � : R[x, z, y] ! R1 is determined by the
images of the variables. Each �i � 0 in R1 and so �i := ⌘

2
i for some ⌘i 2 R1. Let

� : R[x, z, y] ! R1 be the R-algebras homomorphism induced by the assignment:

xk 7! '(xk), zi 7! ⌘i & y 7! 1/µ.

Observe that �|R[x] = ', and this implies

�(hj) = '(hj) = 0, �(z2i � gi) = ⌘
2
i � �i = 0 & �(yf � 1) = (1/µ)µ� 1 = 0,

and consequently a ⇢ ker�, which finishes the proof of this implication.
Let us see next that (4) implies (2). Suppose, by way of contradiction, that B is a

real ring. By Lemma 1.10 there exist a real closed field R1 and a ring homomorphism
 : B ! R1. Note that  |R : R ! R1 is a field homomorphism, hence injective, and
so we may assume that R is a subfield of R1 and  is an R-homomorphism. Denote
j : R[x] ,! R[x, z, y] the inclusion map and observe that

' :=  � ⇡ � j : R[x] ! B ! R1

is an R-algebras homomorphism. Since ⇡(y)⇡(f) � 1 = ⇡(yf � 1) = 0, because
yf � 1 2 a, it follows that

'(f) (⇡(y)) =  (⇡(f)) (⇡(y)) = 1 =) '(f) 6= 0,

and, for each 1  i  r and each 1  j  s,

'(gi) =  (⇡(gi)) =  (⇡(zi)
2) =  (⇡(zi))

2 � 0 & '(hj) =  (⇡(hj)) = 0.
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This contradicts (4). Therefore, B is not a real ring and this proves (2).
Let us prove, by way of contradiction, that (5) =) (1). Suppose that T is non-

empty and there exist a 2 ⌃R[x][g1, . . . , gr], m � 1 and h 2 (h1, . . . , hs)R[x] such
that a+ f

2m + h = 0. Then, for every point p 2 T we have

0 = (a+ f
2m + h)(p) = a(p) + f

2m(p) + h(p) = a(p) + f
2m(p) > 0

because a(p) � 0 and f
2m(p) > 0, a contradiction.

Let us prove now that (1) implies (2). If B were a real ring there would exist,
by Remark 2.6, a point (p, q, t) 2 Z(a). This implies

gi(p) = q
2
i � 0, tf(p) = 1 6= 0 & hj(p) = 0,

for each 1  i  r and each 1  j  s, and so p 2 T , which is false.
To finish, we prove that (2) implies (5). Since B is not a real ring it fol-

lows from Lemma 1.10 that �1 2 ⌃B2. Thus, there exist S1, . . . , S`, P1, . . . , Pr,

Q1, . . . , Qs, C 2 R[x, z, y] such that

� 1 =
X̀

k=1

S
2
k +

sX

j=1

Qjhj + C(yf � 1) +
rX

i=1

Pi(z
2
i � gi). (3.2)

After dividing the polynomials Sk, Qj, C by z2i � gi and changing suitably the poly-
nomials Pi (although for simplicity we keep the same notation), we can suppose that
the degree of Sk, Qj, C with respect to each variable zi is  1. Hence, there exist
sk,⌫ , qj,⌫ , c⌫ 2 R[x][y] such that, if we denote z⌫ := z⌫11 · · · z⌫rr , where ⌫ := (⌫1, . . . , ⌫r)
and 0  ⌫i  1, it follows

Sk :=
X

⌫2{0,1}r
sk,⌫z

⌫
, Qj :=

X

⌫2{0,1}r
qj,⌫z

⌫ & C :=
X

⌫2{0,1}r
c⌫z

⌫
.

After substituting in equality (3.2) we get

�1 =
X̀

k=1

⇣ X

⌫2{0,1}r
s
2
k,⌫z

2⌫ + 2
X

⌫,µ2{0,1}r,
⌫ 6=µ

sk,⌫sk,µz
⌫+µ

⌘

+
sX

j=1

Qjhj + C(yf � 1) +
rX

i=1

Pi(z
2
i � gi).

Notice that if ⌫, µ 2 {0, 1}r and ⌫ 6= µ, then there is no ⌧ 2 {0, 1}r such that
⌫+µ = 2⌧ . Using now that z2i �g

2
i = 0 in B, there exist t⇢ 2 R[x, y] with ⇢ 2 {0, 1}r
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and ⇢ 6= 0 such that, after modifying again the P
0
is (although for simplicity we keep

the same notation), we obtain an expression of the form

�1 =
X̀

k=1

⇣ X

⌫2{0,1}r
s
2
k,⌫g

⌫ +
X

⇢2{0,1}r
⇢ 6=0

t⇢z
⇢
⌘
+

sX

j=1

⇣ X

⌫2{0,1}r
qj,⌫z

⌫
⌘
hj

+
⇣ X

⌫2{0,1}r
c⌫z

⌫
⌘
(yf � 1) +

rX

i=1

Pi(z
2
i � gi).

Identifying now the coefficients with respect to z in both sides of the equality we
deduce that the new P

0
is are identically zero, and so

� 1 =
X̀

k=1

⇣ X

⌫2{0,1}r
s
2
k,⌫g

⌫ +
X

⇢2{0,1}r
⇢ 6=0

t⇢z
⇢
⌘

+
sX

j=1

⇣ X

⌫2{0,1}r
qj,⌫z

⌫
⌘
hj +

⇣ X

⌫2{0,1}r
c⌫z

⌫
⌘
(yf � 1).

Moreover, if we compare the independent terms with respect to the variables z, we
deduce that

�1 =
X̀

k=1

⇣ X

⌫2{0,1}r
s
2
k,⌫g

⌫
⌘
+

sX

j=1

qj,0hj + c0(yf � 1).

Now we just need to eliminate the term c0(yf � 1) in the expression above. To that
end we substitute y = 1/f and we clear the occurring denominator, which is an even
power of f . Consequently, there exist ak,⌫ , qj 2 R[x] and an integer m � 1 such that

�f
2m =

X

⌫2{0,1}r

⇣X̀

k=1

a
2
k,⌫

⌘
g
⌫ +

sX

j=1

qjhj =)
X

⌫2{0,1}r
�⌫g

⌫ + f
2m +

sX

j=1

qjhj = 0,

where each �⌫ 2 ⌃R[x]2. Now, let us define

a :=
X

⌫2{0,1}r
�⌫g

⌫ + f
2m 2 ⌃R[x][g1, . . . , gr] & h :=

sX

j=1

qjhj 2 (h1, . . . , hs),

which satisfy a+ f
2m + h = 0, and we are done. ⇤

In a more general setting the next result, whose proof is analogous to the one of
the previous Lemma 3.2, holds true.
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Exercise 3.3 (Abstract positivstellensatz) Let g1, . . . , gr, f, h1, . . . , hs be ele-
ments of a ring A. Prove that the following statements are equivalent:
(1) The ring B := A[z, y]/a, where z := (z1, . . . , zr), y is a single variable and

a := (z21 � g1, . . . , z
2
r � gr, yf � 1, h1, . . . , hs)

is not a real ring.

(2) There is no prime cone ↵ in A such that

g1, . . . , gr 2 ↵, f 62 p↵ & h1, . . . , hs 2 p↵.

(3) There is no real closed field R and a homomorphism ' : A ! R, such that

'(f) 6= 0, '(gi) � 0 & '(hj) = 0 (3.3)

for each 1  i  r and each 1  j  s.

(4) There exist h 2 (h1, . . . , hs)A, an integer m � 1 and a 2 ⌃A[g1, . . . , gr] such that

a+ f
2m + h = 0.

We are ready to prove, as a consequence of Lemma 3.2, the Real Nullstellensatz
and the Positivstellensätze.

Theorem 3.4 (Real Nullstellensatz) Let R be a real closed field and let a be an

ideal of R[x]. Then,

I(Z(a)) = {f 2 R[x] : 9 � 2 ⌃R[x]2 & m � 1 such that f
2m + � 2 a}.

The ideal appearing in the right-hand side of the above equality is known as the real

radical of a, and it is denoted r
p
a. We will study carefully such ideal in the next

section.

Proof. We prove first the inclusion r
p
a ⇢ I(Z(a)). Given f 2 r

p
a there exist a sum

of squares � 2 ⌃R[x]2 and m � 1 such that f
2m + � 2 a. For every point p 2 Z(a)

we have f
2m(p) + �(p) = 0. Since f

2m(p) � 0 and �(p) � 0 this implies f(p) = 0,
that is, f 2 I(Z(a)).

Conversely, let f 2 I(Z(a)) and let {h1, . . . , hs} ⇢ a be a system of generators
of a. Then, {h1 = 0, . . . , hs = 0} ⇢ {f = 0}, or equivalently, the set

{f 6= 0, h1 = 0, . . . , hs = 0} = ?.

From Lemma 3.2 there exist � 2 ⌃R[x]2, h 2 a := (h1, . . . , hs)R[x] and m � 1 such
that � + f

2m + h = 0. Thus f
2m + � 2 a and so f 2 r

p
a. ⇤
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Exercise 3.5 Let R be a real closed field and let f 2 R[x] be an irreducible poly-
nomial such that f(a)f(b) < 0 for some points a, b 2 R

n. Prove that I(Z(f)) = (f).

Exercise 3.6 Prove the equality Z(a) = Z( r
p
a) for every ideal a of R[x].

Theorem 3.7 (Positivstellensätze) Let f, g1, . . . , gr 2 R[x], where R is a real

closed field, and denote S := {g1 � 0, . . . , gr � 0} ⇢ R
n
. Then,

(1) The polynomial f is � 0 on S if and only if there exist �1, �2 2 ⌃R[x][g1, . . . , gr]
and a positive integer m such that �1f = f

2m + �2.

(2) The polynomial f is > 0 on S if and only if there exist �1, �2 2 ⌃R[x][g1, . . . , gr]
such that �1f = 1 + �2.

(3) The polynomial f vanishes identically on the set S if and only if there exist

� 2 ⌃R[x][g1, . . . , gr] and a positive integer m such that � + f
2m = 0.

Proof. (1) Noce that f is positive semidefinite on S if and only if the set

{g1 � 0, . . . , gr � 0, �f � 0, f 6= 0} = ?.

This last is equivalent, by Lemma 3.2, to the existence of � 2 ⌃R[x][g1, . . . , gr,�f ]
and a positive integer m such that � + f

2m = 0. Notice that � := �2 � f�1 with
�i 2 ⌃R[x][g1, . . . , gr], and so �1f = f

2m + �2.
(2) The polynomial f is positive on S if and only if the set

{g1 � 0, . . . , gr � 0,�f � 0, 1 6= 0} = ?,

which is equivalent, by Lemma 3.2, to the existence of � 2 ⌃R[x][g1, . . . , gr,�f ]
and a positive integer m such that � + 12m = 0. Note that � := �2 � f�1 with
�i 2 ⌃R[x][g1, . . . , gr], and consequently �1f = 1 + �2.
(3) Note that f |S ⌘ 0 if and only if {g1 � 0, . . . , gr � 0, f 6= 0} = ?. By Lemma
3.2 this is equivalent to the existence of � 2 ⌃R[x][g1, . . . , gr] and a positive integer
m such that � + f

2m = 0. ⇤

Exercise 3.8 Let a, b 2 R such that a  b and consider the interval I := [a, b].
Prove that a polynomial f 2 R[x] satisfies f(x) > 0 for every x 2 I if and only if
there exist polynomials pi 2 R[x], with 1  i  8, such that

(p21 + p
2
2 + (p23 + p

2
4)(b� x)(x� a))f = 1 + (p25 + p

2
6 + (p27 + p

2
8)(b� x)(x� a)).
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Remarks 3.9 (1) Let f 2 R[x] such that f(x) � 0 for every point x 2 R
n. By

Theorem 3.7 (1) �1f = f
2m + �2 for some integer m � 1 and some �1, �2 2 ⌃R[x]2.

In particular,

Z(�1) ⇢ Z(�1) [ Z(f) = Z(�1f)

= Z(f 2m + �2) = Z(f 2m) \ Z(�2) ⇢ Z(f 2m) = Z(f).

Let �3 := �1(f 2m + �2) 2 ⌃R[x]2. Then, �2
1f = �3, that is, f = �3/�

2
1 2 ⌃R(x)2,

and we have represented f as a sum of squares in R(x) with the property that Z(f)
contains the zero-set Z(�1) of the denominator �1 of this representation.
(2) Let f 2 R[x] be such that f(x) > 0 for every point x 2 R

n. In other words,
f is strictly positive on the set R

n := {1 � 0}. From the Positivstellensatz 3.7 (2)
there exist �1, �2 2 ⌃R[x]2 such that �1f = 1 + �2. Multiplying both members of
this equality by f we get �1f 2 = (1 + �2)f , and consequently,

(1 + �1 + �2)f = �1f + (1 + �2)f = 1 + �2 + �1f
2
.

Note that �3 := �1+�2 is a sum of squares and (1+�3)f = 1+�2+�1f 2. Multiplying
both members by 1 + �3 we get

(1 + �3)
2
f = (1 + �3)(1 + �2 + �1f

2) = 1 + �, where �3, � 2 ⌃R[x]2.

Notation 3.10 (1) In what follows we denote Solution of Hilbert’s 17th Problem

with controlled denominators, and we denote it H17c, the conjunction of the follow-
ing two statements, that we have just proved:
(i) If f 2 R[x] and f(x) � 0 for every point x 2 R

n, there exists g 2 R[x] with
Z(g) ⇢ Z(f) such that g2f 2 ⌃R[x]2.
(ii) If f 2 R[x] and f(x) > 0 for every point x 2 R

n, there exist �1, �2 2 ⌃R[x]2

such that (1 + �1)2f = 1 + �2.

Exercise 3.11 (1) Prove that the truthfulness of the Real Nullstellensatz implies
2.6 (⇤) that, as we have just seen, is a reformulation of Artin-Lang’s Theorem. Thus
the Positivstellensätze, which constitute a logically stronger statement than the Real
Nullstellensatz, are consequence of this last result.
(2) Prove that statement 3.7 (1) implies the Real Nullstellensatz. Consequently, the
Real Nullstellensatz and the Positivstellensätze are equivalent results.
Hint: Use that given f, g 2 R[x] with Z(f) ⇢ Z(g) then, {�f

2 � 0} ⇢ {�g
2 � 0}.

Exercise 3.12 Let f 2 R[x] be an irreducible polynomial.
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(1) Prove that f is reducible in C[x] if and only if either f or �f is a sum of two
squares of polynomials in R[x].
(2) Let F 2 R[x, y, z] be a positive semidefinite irreducible homogeneous polynomial
of degree d > 0. Prove that the projective subset

Zproj(F ) := {(x : y : z) 2 P2(R) : F (x, y, z) = 0}

is finite with, at most, max
�
d
2
/4,

�
d�1
2

� 
distinct points.

4 Real radical of an ideal

We have introduced in the proof of Theorem 3.4 the real radical r
p
a of each ideal

a of R[x], and we have shown that it coincides with the ideal of the zero-set of a.
This construction makes sense for ideals of an arbitrary ring A.

Definitions 4.1 Let a be an ideal of a ring A. The real radical
r
p
a of a is the subset

r
p
a := {f 2 A : 9 � 2 ⌃A2

, m � 1 such that f 2m + � 2 a}.

(2) An ideal a of A is real if for every a1, . . . , ar 2 A such that a21+ · · ·+ a
2
r 2 a then

a1, . . . , ar 2 a.

Exercise 4.2 Is the ideal a of R[x] generated by f :=
Pn

i=1 x
2
i a real ideal?

Remarks 4.3 (1) The real radical of an ideal a is a real ideal containing a. This
last is obvious, because each f 2 a satisfies f

2 + 02 = f
2 2 a. For the first part, we

check first that r
p
a is an ideal. Given a1, a2 2 r

p
a there exist positive integers m y

n and �1, �2 2 ⌃A2 such that a
2m
1 + �1 2 a and a

2n
2 + �2 2 a. Denote ` := m + n

and observe that

(a1 + a2)
2` + (a1 � a2)

2` =
2X̀

k=0

✓
2`

k

◆
a
k
1a

2`�k
2 +

2X̀

k=0

✓
2`

k

◆
(�1)kak1a

2`�k
2 .

The summands with odd k in the right-hand side cancel, because they are pairwise
equal with different signs. Therefore, if we denote k = 2j for those summands with
even k,

(a1 + a2)
2` + (a1 � a2)

2` = 2
X̀

j=0

✓
2`

2j

◆
a
2j
1 a

2(`�j)
2 = a

2m
1 �3 + a

2n
2 �4
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for some �3, �4 2 ⌃A2 because, for each 0  j  `,

2j + 2(`� j) = 2` = 2(m+ n) = 2m+ 2n,

and so either 2j � 2m or 2(`� j) � 2n. Consequently,

(a1 + a2)
2` + (a1 � a2)

2` + �1�3 + �2�4 = a
2m
1 �3 + a

2n
2 �4 + �1�3 + �2�4

= (a2m1 + �1)�3 + (a2n2 + �2)�4 2 a,

and this implies that a1 + a2 2 r
p
a.

On the other hand, given b 2 r
p
a and a 2 A there exist a positive integer m and

� 2 ⌃A2 such that b
2m + � 2 a, and so (ab)2m + a

2m
� = a

2m(b2m + �) 2 a. Thus
ab 2 r

p
a.

We have just seen that r
p
a is an ideal of A, and we prove now that it is real. Let

a1, . . . , ar 2 A be such that
Pr

j=1 a
2
j 2 r

p
a. Thus, there exist a positive integer m

and � 2 ⌃A2 such that ⇣ rX

i=1

a
2
i

⌘2m

+ � 2 a.

For each fixed index 1  j  r this can be rewritten as a
4m
j + �j 2 a for a sum of

squares �j 2 ⌃A2, and this implies that aj 2 r
p
a.

(2) Every real ideal a of a ring A is a radical ideal. Indeed, let a 2 A and let m be
a positive integer such that a

m 2 a. Let r � 0 such that m  2r; then a
2r 2 a and,

a being a real ideal, it follows by descending recursion that a 2 a.
(3) A prime ideal p of A is the support of some prime cone ↵ in A if and only if
p is a real ideal. Indeed, let ↵ be a prime cone in A such that p := p↵. Suppose,
by way of contradiction, that p is not a real ideal. Then, there exist a1, . . . , ar 2 A

such that a
2
1 + · · ·+ a

2
r 2 p but a1 /2 p. Let us denote xi := ai + p 2 A/p and, after

dividing by x
2
1 6= 0 in the quotient field (p) of A/p, it follows that

�1 =
rX

j=2

(xj/x1)
2 2 ⌃(p)2,

which is impossible because (p) is a real field.
Conversely, let p be a real prime ideal of A. Then, the quotient field (p) of A/p

is a real field. Otherwise there would exist non-zero elements x1, . . . , xr, y 2 A/p
such that

�1 =
rX

j=1

(xj/y)
2 =) y

2 +
rX

j=1

x
2
j = 0.
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Let a1, . . . , ar, b 2 A \ p such that y := b + p and xj := aj + p for each 1  j  r.
We have

b
2 +

rX

j=1

a
2
j 2 p,

which contradicts the fact that p is a real ideal. Thus, the field (p) admits an
ordering  and ↵ := {a 2 A : a+ p � 0} is a prime cone in A whose support is p.
(4) Let b be a real ideal of A containing an ideal a. Then, r

p
a ⇢ b. Indeed, given

f 2 r
p
a there exist nonnegative integers r and m � 1, and a1, . . . , ar 2 A such that

(fm)2 +
rX

j=1

a
2
j 2 a ⇢ b.

Since b is a real ideal, fm 2 b, and so f 2 b because, by part (2), b is a radical
ideal. Consequently, r

p
a is the smallest real ideal of A containing the ideal a.

(5) Let a be an ideal of A and let R(a) be the collection of all prime real ideals of
A containing a. Then,

r
p
a =

\

p2R(a)

p. (4.1)

Indeed, by part (4), r
p
a ⇢ p for every p 2 R(a), and this proves an inclusion. Let us

prove the converse. Suppose, by way of contradiction, that there exists f 2 A \ r
p
a

such that f 2 p for every ideal p 2 R(a). Therefore, the set F consisting of
those real ideals of A containing a but not f is non-empty, because r

p
a 2 F . It is

straightforward to check that F , ordered by inclusion, is an inductive set and so,
by Zorn’s Lemma, it has a maximal element q 2 F . Let us prove that q is a prime
ideal of A and, consequently, q 2 R(a), that is f 2 q, which contradicts the fact
that q 2 F .

Indeed let us suppose, by way of contradiction, the existence of a, b 2 A \ q such
that ab 2 q. By Remark 4.3 (1) both b1 := r

p
aA+ q and b2 := r

p
bA+ q are real

ideals containing q, and so a. In fact q ( bi for i = 1, 2, because a 2 b1 \ q and
b 2 b2 \ q. This implies, since q is maximal in F , that f 2 b1 and f 2 b2, that is,
there exist integers m1,m2 � 1, two sums of squares �1, �2 2 ⌃A2 and c1, c2 2 A

and g1, g2 2 q such that

f
2m1 + �1 = ac1 + g1 & f

2m2 + �2 = bc2 + g2.

Multiplying the above expressions and writing m := m1+m2 we get, using also that
ab 2 q, that

f
2m + �1f

2m2 + �2f
2m1 + �1�2 = abc1c2 + g1bc2 + g2ac1 + g1g2 2 q.
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Since � := �1f
2m2 + �2f

2m1 + �1�2 2 ⌃A2 and f
2m + � 2 q it follows that f 2 q,

because q is a real ideal; a contradiction.
(6) Equality (4.1) is the counterpart in Real Algebra of a classical result in Com-
mutative Algebra, see [AM], that states that the radical

p
a of an ideal a of a ring

A, defined as p
a := {f 2 A : 9m � 1 such that fm 2 a},

coincides with the intersection of those prime ideals of A containing a.
(7) A ring A is real if and only if it contains a real ideal. Indeed, each real ring A

contains a prime cone ↵, and we have proved in part (3) that its support p := p↵ is
a real ideal of A. Conversely, if a is a real ideal of A it coincides, by part (4), with
its real radical, which by part (5) implies that

a =
\

p2R(a)

p,

where R(a) is the collection of those real prime ideals of A containing a. In particular
this collection is non-empty, and we choose p 2 R(a). Using (3) once more, there
exists a prime cone ↵ in A whose support is p, and this means that A is a real ring.
(8) Let a be a real ideal of the polynomial ring R[x]. Then, the solution H17c

to Hilbert’s 17th Problem with controlled denominators implies that Z(a) is non-
empty. Indeed, R[x] being noetherian, there exist polynomials f1, . . . , fm 2 a such
that a := (f1, . . . , fm)R[x]. Therefore, f = f

2
1 + · · ·+ f

2
m 2 a and f(x) � 0 for every

point x 2 R
n, and Z(f) = Z(a). Hence, if Z(a) = ?, condition (ii) in H17c implies

the existence of �1, �2 2 ⌃R[x]2 such that 1 + �2 = (1 + �1)f 2 a. Thus, a being a
real ideal, 1 2 a, which is false.
(9) The Real Nullstellensatz states that I(Z(a)) = r

p
a for each ideal a of R[x]. This

is the counterpart, in the real setting, of the classical Hilbert’s Nullstellensatz: if
C is an algebraically closed field and a is an ideal of C[x], then I(Z(a)) =

p
a.

We will use this result later on and, among the proofs we know of this classical
result, we recommend the one of Arrondo in [A], which just involves Linear Algebra
arguments.

Exercise 4.4 Is it true that for every prime ideal p of the real ring A its real radical
r
p
p is a prime ideal too?

Exercise 4.5 Let X be a topological space and let A := C(X) be the ring of R-
valued continuous functions on X.
(1) Let f, g 2 A such that 0  f(x)  g(x) for every x 2 X. Prove that f

2 2 gA.
(2) Prove that every radical ideal of the ring A is a real ideal.
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(4.6) Lagrange identity and Cauchy-Schwarz inequality. Our next goal is
to represent the real radical of an ideal of R[x] using nonnegative elements, see 4.7,
instead of sum of squares. To begin with we recall the classical Cauchy-Schwarz
inequality and Lagrange identity. Cauchy-Schwarz inequality states that given an
euclidean vector space (E, h·, ·i), that is, h·, ·i is a positive definite symmetric bilinear
form on the real vector space E, and if we denote

k · k : E ! R, u 7!
p

hu, ui

the induced norm, then
hx, yi2  kxk2 · kyk2,

or equivalently, |hx, yi|  kxk · kyk, for every x, y 2 E. In particular, if E := Rn is
endowed with its usual inner product,

(x1y1+ · · ·+xnyn)
2  (x2

1+ · · ·+x
2
n)(y

2
1+ . . .+y

2
n) 8 (x1, . . . , xn), (y1, . . . , yn) 2 Rn

.

The above inequality follows at once from the Lagrange identity: Given variables
x1, . . . , xn, y1, . . . , yn,

⇣ nX

i=1

x2i

⌘⇣ nX

j=1

y2j

⌘
�
⇣ nX

k=1

xkyk

⌘2

=
nX

i,j=1

x2i y
2
j �

nX

i,j=1

xiyixjyj

=
nX

i,j=1
i 6=j

x2i y
2
j � 2

nX

i,j=1
i<j

xiyixjyj =
nX

i,j=1
i<j

(xiyj � xjyi)
2
. (LI)

For an arbitrary ring A and elements a1, . . . , an, b1, . . . , bn 2 A we deduce
⇣ nX

i=1

a
2
i

⌘⇣ nX

j=1

b
2
j

⌘
�
⇣ nX

k=1

akbk

⌘2

=
nX

i,j=1
i<j

(aibj � ajbi)
2
, (CS)

and the right-hand side is a finite sum of squares of elements in A.

Notation and Remark 4.7 (1) Let A be a real field. An element a 2 A is said
to be nonnegative, and in such a case we write a � 0, if a 2 ↵ for every prime cone
↵ in A. Given a, b 2 A the expression a  b means that b� a � 0. Even more, the
usual rules of calculus with inequalities hold: given a1  b1 and a2  b2 for some
elements a1, a2, b1, b2 2 A then,

a1 + a2  b1 + b2 & (b1 � a1)(b2 � a2) � 0.

(2) Notice that f � 0 if and only if there is no prime cone ↵ in A such that
�f 2 ↵ and f /2 p↵. By the Abstract Positivstellensatz 3.3, this is equivalent to the
existence of a positive integer m and two sums of squares �1, �2 2 ⌃A2 such that
�1f = �2 + f

2m.
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We use the facts above to prove the next result, which allows us to represent the
real radical of an ideal in terms of the famous Łojasiewicz’s inequality, see 4.12.

Lemma 4.8 Let a be an ideal of the ring A. Then,

r
p
a = {a 2 A : 9 b 2 a & m � 1 such that b� a

2m � 0}. (4.2)

Proof. Let b denote the set in the right-hand side of the equality (4.2), and let us
show that r

p
a = b. First, let a 2 r

p
a; then, there exist a1, . . . , ar 2 A and a positive

integer m such that

b := a
2m +

rX

i=1

a
2
i 2 a,

and so a 2 b because b� a
2m � 0 since it is a sum of squares in A.

Conversely, given a 2 b there exist b 2 a and a positive integer m such that
b� a

2m � 0. Note that there is no prime cone ↵ in A such that �b + a
2m 2 ↵ and

b � a
2m 62 p↵, since the first condition together with the hypothesis b � a

2m 2 ↵

imply that b� a
2m 2 p↵.

It follows from the equivalence between (2) and (4) in the Abstract Positivstel-
lensatz 3.3 that there exist �1, �2 2 ⌃A2 and a positive integer ` such that

�1 + (�b+ a
2m)�2 + (�b+ a

2m)2` = 0.

Consequently,
(�b+ a

2m)2` + �1 + a
2m
�2 = b�2 2 a,

and this implies �b + a
2m 2 r

p
a. Since b 2 a ⇢ r

p
a and this last is a radical ideal,

we deduce that a 2 r
p
a, as we want to prove. ⇤

Next we strengthen Lemma 4.8 for finitely generated ideals of a real ring.

Lemma 4.9 Let A be a real ring, a := (f1, . . . , fr) a finitely generated ideal of A

and f := f
2
1 + · · ·+ f

2
r . Then,

r
p
a =

n
a 2 A : 9m � 1 & � 2 ⌃A2

such that �f � a
2m � 0

o
.

Proof. Indeed, since f 2 a it follows from the precedent Lemma 4.8 that r
p
a contains

the set b in the right-hand side of the proposed equality. Conversely, let a 2 r
p
a. By

Lemma 4.8, there exist b 2 a and a positive integer ` such that b�a
2` � 0. Since b 2 a

there exist g1, . . . , gr 2 A such that b := g1f1+· · ·+grfr. Let � := g
2
1+· · ·+g

2
r 2 ⌃A2.

It follows from 4.6 (CS) that �f � b
2 2 ⌃A2, and this implies �f � b

2 � 0.
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On the other hand b� a
2` � 0, and consequently,

b+ a
2` = (b� a

2`) + 2a2` � 0 =) b
2 � a

4` = (b+ a
2`)(b� a

2`) � 0.

In this way, if we denote m := 2` we have b
2�a

2m � 0 and �f� b
2 � 0. Henceforth,

�f � a
2m = (�f � b

2) + (b2 � a
2m) � 0,

as wanted. ⇤

Remark 4.10 For every polynomial f 2 R[x], the algebraic statement f � 0 in the

ring R[x] is equivalent to the geometric statement f(x) � 0 for every x 2 R
n
.

Indeed, we have proved in 3.9 that given f 2 R[x] satisfying f(x) � 0 for every
x 2 R

n, there exist �1, �2 2 ⌃R[x]2 and an integer m � 1 such that �1f = �2+ f
2m.

Thus, by Remark 4.7, f � 0 in the ring R[x].
Conversely, if f � 0 in R[x] there exist two sums of squares �1 and �2 in R[x]

such that �1f = �2 + f
2m, and so f(x) � 0 for every point x 2 R

n. Otherwise there
would exist x 2 R

n such that f(x) < 0, and so

0 < f(x)2m = �1(x)f(x)� �2(x)  0,

a contradiction.

As we announced in 4.6, our goal is to obtain an alternative presentation of the
real radical of an ideal of the ring R[x] without involving sums of squares, that are
substituted by nonnegative polynomials. Moreover, the next theorem shows that
the information about the real radical of an ideal a of R[x] lies in a nonnegative
polynomial whose zero-set equals Z(a); for example, the sum of the squares of a
finite system of generators of a. The result we want to prove is the following:

Theorem 4.11 Let a be an ideal of R[x] and let f 2 R[x] be such that f(x) � 0 for

each point x 2 R
n

and Z(f) = Z(a). Then,

r
p
a = {g 2 R[x] : 9m, ` � 1, L > 0 : Lf(x)(1 + kxk2)` � g

2m(x) � 0 8 x 2 R
n}.

The key to prove the precedent theorem is the so called Łojasiewicz’s inequality

for polynomials that we present right now and has its own interest. This inequal-
ity was obtained by Łojasiewicz [Ł], who used it in problems of the division of a
distribution by a function.
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Lemma 4.12 (Polynomial Łojasiewicz’s inequality) Let f, g 2 R[x] be poly-

nomials satisfying Z(f) ⇢ Z(g). Then, there exist positive integers m, ` and L 2 R

such that

g
2m(x)  L|f(x)|(1 + kxk2)` 8 x 2 R

n
.

Proof. Let a := (f) be the ideal of R[x] generated by f . Since Z(a) = Z(f) ⇢ Z(g)
it follows from the Real Nullstellensatz 3.4, that g 2 I(Z(a)) = r

p
a, and so there

exist h 2 R[x], � 2 ⌃R[x]2 and a positive integer m satisfying g
2m + � = fh.

Consequently, g2m(x)  |f(x)| · |h(x)| for every point x 2 R
n. Thus, it is enough to

prove the following:

(4.12.1) Given a polynomial h 2 R[x] there exist a positive integer ` and L 2 R

such that |h(x)|  L(1 + kx2k)` for every point x 2 R
n
.

Indeed, we choose an integer ` � deg(h)/2 and denote N := {⌫ 2 Nn : |⌫|  2`}
where, as usual, |(⌫1, . . . , ⌫n)| = ⌫1 + · · ·+ ⌫n. Write h(x) :=

P
⌫2N a⌫x

⌫ and denote

L0 := max{|a⌫ | : ⌫ 2 N} & L := L0 · card(N).

Then, for every point x := (x1, . . . , xn) 2 R
n we have

|h(x)| 
X

⌫2N

|a⌫ | · |x1|⌫1 · · · |xn|⌫n 
X

⌫2N

|a⌫ | · kxk⌫1 · · · kxk⌫n 
X

⌫2N

L0kxk|⌫|.

In particular, if kxk  1 then |h(x)|  L, and for every point x 2 R
n such that

kxk > 1, we have |h(x)|  Lkxk2`. In both cases,

|h(x)|  L(1 + kxk2`)  L(1 + kx2k)`,

and we are done. ⇤

Remark 4.13 Łojasiewicz’s inequality 4.12 can be proved without using the Real
Nullstellensatz, by means of some basic results on semialgebraic sets.

Next we prove Theorem 4.11.

Proof of Theorem 4.11. Let g 2 R[x], a positive L 2 R and positive integers
m, ` such that g

2m(x)  L|f(x)|(1 + kxk2)`. Then, Z(a) = Z(f) ⇢ Z(g), and so
g 2 I(Z(a)) = r

p
a.

Conversely, given g 2 r
p
a = I(Z(a)) we have Z(f) = Z(a) ⇢ Z(g). By Ło-

jasiewicz’s inequality 4.12, there exist positive integers m, ` and L 2 R, necessarily
positive, such that g

2m(x)  L|f(x)|(1 + kxk2)` for every point x 2 R
n. ⇤
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Notations and Remarks 4.14 (1) The last result in this section states that the
solution to Hilbert’s 17th Problem with controlled denominators together with Ło-
jasiewicz’s inequality imply the Real Nullstellensatz.
(2) Recall that if K is a field, a subset Z ⇢ K

n is algebraic if there exists an ideal a of
K[x] such that Z := Z(a). Since a is finitely generated, there exist f1, . . . , fm 2 K[x]
such that a := (f1, . . . , fm)K[x], and so

Z = {x 2 K
n : f1(x) = 0, . . . , fm(x) = 0}.

If K is a real closed field, the polynomial f :=
Pm

j=1 f
2
j satisfies Z = Z(f).

(3) We will use next, simultaneously, algebraic subsets of Rn and C
n, where R is a

real closed field and C := R[
p
�1] is its algebraic closure. To avoid misunderstand-

ings we associate two polynomial functions to each polynomial f 2 R[x] ⇢ C[x],
that we denote

f : Rn ! R, x 7! f(x) & F : Cn ! C, z 7! f(z),

that is, we denote with the capital letter F the unique polynomial function C
n ! C

whose restriction to R
n is f . We say that F is the extension of f to C

n, and denote

Z(f) := {x 2 R
n : f(x) = 0} & ZC(F ) := {z 2 C

n : F (z) = 0}.

(4) Let us see, by induction on n, that if a polynomial F 2 C[x] vanishes at each
point x 2 R

n, then F is the zero polynomial. This can be seen as some kind of
Identity Principle, see Proposition 3.2 (Ch.I), that for n = 1 follows from the fact
that R is an infinite set, because it contains Q, but the set of roots of a non-zero
polynomial is finite. For n > 1, let x0 := (x1, . . . , xn�1) and write

F :=
dX

j=0

aj(x
0)xjn, where each aj 2 C[x0].

For every point x
0 2 R

n�1 the polynomial F (x0
, xn) 2 C[xn] vanishes identically on

R; hence it is the zero polynomial. Thus aj(x0) = 0 for each 0  j  d and every
x
0 2 R

n�1. The induction hypothesis implies that each aj = 0, and so F = 0.

Lemma 4.15 Let h, b 2 R[x] \ R and let Z ⇢ C
n

be an algebraic set such that

Z 6⇢ ZC(H). Then, there exists ! 2 R
n

such that, if b1(x) := b(x + h(x)!) then,

Z 6⇢ ZC(B1).

Proof. Note that if Z 6⇢ ZC(B) it suffices to choose ! = 0; thus we assume that
Z ⇢ ZC(B). Denote A := B(x + ty) 2 C[x, t, y], where t is a single variable and
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y := (y1, . . . , yn). Since b is not constant, for each (x, t) 2 C
n ⇥ (C \ {0}) the

polynomial A(x, t, y) is not constant. On the other hand, a(x, 0, y) = b(x), and so
t divides a� b in R[x, t, y]; in other words, the quotient g := (a� b)/t 2 R[x, t, y]
is a polynomial and we consider its extension G := (A � B)/t 2 C[x, t, y]. In this
way,

A(x, t, y) = B(x+ ty) = B(x) + tG(x, t, y).

For every point (x, t) 2 C
n⇥ (C \{0}) the polynomial A(x, t, y) = B(x)+ tG(x, t, y)

is not constant, and so the same holds for the polynomial G(x, t, y).
Notice that Z 6⇢ ZC(H) and Z ⇢ ZC(B). Hence there exists u 2 Z with

H(u) 6= 0, but B(u) = 0. Therefore

A(u,H(u), y) = B(u) +H(u)G(u,H(u), y) = H(u)G(u,H(u), y),

and H(u) 6= 0. We know that the polynomial G(u,H(u), y) is not constant; in
particular it is not identically zero. Hence, it follows from Remark 4.14 (4) that
there exists ! 2 R

n such that G(u,H(u),!) 6= 0. Define B1(x) := B1(x +H(x)!);
in this way, u 2 Z satisfies

B1(u) = B(u+H(u)!) = H(u)G(u,H(u),!) 6= 0,

that is, u 2 Z \ ZC(B1). ⇤

Lemma 4.16 Let R be a real closed field and let C := R[
p
�1] be its algebraic

closure. Let p, a and b be ideals of R[x]. Then,

(1) The equality aC[x] \R[x] = a holds.

(2) If aC[x] = bC[x], then a = b.

(3) If p is a real prime ideal then, pC[x] is a prime ideal of C[x].

Proof. (1) The inclusion a ⇢ aC[x]) \ R[x] is evident, and so it is enough to prove
that g := aC[x]\R[x] ⇢ a. Given g 2 g, its extension G 2 aC[x], and so there exist
f1, . . . , fr 2 a and H1, . . . , Hr 2 C[x] such that G = F1H1+ · · ·+FrHr. Let us write

Ai(x) :=
Hi(x) +Hi(x)

2
& Bi(x) :=

Hi(x)�Hi(x)

2
p
�1

where the operator (·) denotes complex conjugation. Notice that the coefficients of
Ai and Bi are in R, that is, there exist ai, bi 2 R[x] such that Ai and Bi are the
extensions of ai and bi, and Hi = Ai +

p
�1Bi. Thus,

G = F1A1 + · · ·+ FrAr +
p
�1(F1B1 + · · ·+ FrBr).
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Since the coefficients of G are in R, comparing the coefficients of both members we
get

G = F1A1 + · · ·+ FrAr & F1B1 + · · ·+ FrBr = 0.

From the first equality g = f1a1 + · · ·+ frar 2 a.
(2) This is the immediate consequence of part (1).
(3) Let A,B 2 C[x] such that AB 2 pC[x]. Define

A1(x) :=
A(x) + A(x)

2
, A2(x) :=

A(x)� A(x)

2
p
�1

,

B1(x) :=
B(x) + B(x)

2
, B2(x) :=

B(x)� B(x)

2
p
�1

,

and note that A = A1 +
p
�1A2 and B = B1 +

p
�1B2. Moreover, Ai, Bi are,

respectively, the extensions of polynomials ai, bi 2 R[x]. Then,

(A(x)A(x))(B(x)B(x)) = AB(x)(AB)(x) 2 pC[x].

The coefficients of F (x) := (A(x)A(x)) and G(x) := (B(x)B(x)) are in R, and so
F and G are, respectively, the extensions of two polynomials f, g 2 R[x]. Since
FG 2 pC[x] we have fg 2 p and, p being a prime ideal, we may assume that f 2 p.
Note that f = a

2
1+a

2
2 2 p and, since p is a real ideal, we deduce that a1, a2 2 p, and

so A1, A2 2 pC[x]. Thus, A = A1+
p
�1A2 2 pC[x], that is, pC[x] is a prime ideal.

⇤

Exercise 4.17 Find a prime ideal p of R[x] such that pC[x] is not a prime ideal.
Therefore, the condition p is a real prime ideal in Lemma 4.16 (3) is necessary.

We are in a position to prove that the solution to Hilbert’s 17th Problem with
controlled denominators (H17c) together with Łojasiewicz’s inequality (Ł) imply
the Real Nullstellensatz (RNSS).
Proof. (Proof of (H17c) + (Ł) =) (RNSS)) We must prove that I(Z(a)) = r

p
a

for every ideal a ⇢ R[x]. We begin by proving this if a = p is a real prime ideal. In
this case r

p
p = p, and so we should prove that I(Z(p)) = p; note that the inclusion

p ⇢ I(Z(p)) is clear.
Conversely, suppose that I(Z(p)) \ p 6= ?. Let us see that this implies that

ZC(pC[x]) \ ZC(I(Z(p))C[x]) 6= ?. (4.3)

Otherwise, ZC(pC[x]) = ZC(I(Z(p))C[x]) and, by Hilbert’s Nullstellensatz,
p

pC[x] = I(ZC(pC[x])) = I(ZC(I(Z(p))C[x])) =
p
I(Z(p))C[x].
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We have proved in Lemma 4.16 (3) that pC[x] is a prime ideal; in particular it is a
radical ideal and consequently

pC[x] ⇢ I(Z(p))C[x] ⇢
p
I(Z(p))C[x] =

p
pC[x] = pC[x],

that is, pC[x] = I(Z(p))C[x]. This implies, by Lemma 4.16 (2), that p = I(Z(p))
against our assumption I(Z(p)) \ p 6= ?, which proves statement (4.3).

Hence, if we denote Z := ZC(pC[x]) there exists g 2 I(Z(p)) with Z 6⇢ ZC(G).
Thus, in particular, g /2 p since otherwise G 2 pC[x], and so Z ⇢ ZC(G).

We have pointed out in Remark 4.14 (2) that there exists f 2 p such that
Z(f) = Z(p). But Z(f) ⇢ Z(g) and so, by Łojasiewicz’s inequality 4.12, there
exist positive integers m, `, and L 2 R satisfying

L(1 + kxk2)f(x)� g(x)2m � 0 8 x 2 R
n
.

Define h(x) := 2L(1 + kxk2)f � g
2m 2 R[x] and observe that Z(h) = Z(f). Indeed,

if f(x) = 0 then g(x) = 0 and therefore h(x) = 0. Conversely, if h(x) = 0 we have

L(1 + kxk2)f(x) + (L(1 + kxk2)f(x)� g(x)2m) = 0,

and, both summands being nonnegative, both equal zero. Thus f(x) = 0, and so
Z(h) = Z(f) = Z(p).

Since h(x) � 0 for every point x 2 R
n there exist, by H17c, a polynomial

b 2 R[x] and �1 2 ⌃R[x]2 such that Z(b) ⇢ Z(h) and b
2
h = �1. By Lemma 4.15

there exists a vector ! 2 R
n such that the polynomial b1(x) := b(x+h

2(x)!) satisfies
Z 6⇢ ZC(B1). In particular b1 62 p; otherwise Z ⇢ ZC(B1).

On the other hand, there exists p 2 R[x, t, y] with h(x+ty) = h(x)+tp(x, t, y),
and consequently

h(x+h
2(x)!) = h(x)+h

2(x)p(x, h2(x),!) = h(x)(1+h(x)p(x, h2(x),!)) = h(x)q(x),

where q(x) := 1 + h(x)p(x, h2(x),!) 2 R[x]. Notice that q(x) � 0 for every x 2 R
n.

This is obvious if h(x) = 0, because in such a case q(x) = 1, while if h(x) 6= 0
then, h(x) > 0 and h(x+ h

2(x)!) � 0, which implies

q(x) =
h(x+ h

2(x)!)

h(x)
� 0.

This argument shows also that Z(q) \ Z(h) = ?, and so q /2 p. Otherwise
Z(h) = Z(p) is contained in Z(q), and Z(p) = Z(q)\Z(h) = ?. However, we have
seen in Remark 4.3 (8), that the hypothesis H17c implies that Z(p) 6= ?.
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But q(x) � 0 for every point x 2 R
n, and this implies, by H17c the existence

of c 2 R[x] and �2 2 ⌃R[x]2 satisfying Z(c) ⇢ Z(q) and c
2
q = �2. In particular,

Z(c) \ Z(h) = ?, and again c 62 p. Moreover, since b
2
h = �1,

b1(x)
2
h(x)q(x) = b(x+ h

2(x)!)2h(x+ h
2(x)!) = �1(x+ h

2(x)!) = �3(x),

where �3(x) := �1(x+ h
2(x)!) 2 ⌃R[x]2. Now,

b
2
1c

2
q · (2L(1 + kxk2)f = b

2
1c

2
q · (g2m + h) = b

2
1c

2
qg

2m + b
2
1c

2
qh = b

2
1�2g

2m + c
2
�3.

Since f 2 p and p is a real ideal, we deduce that each one of the summands in the
sum of squares b

2
1�2g

2m + c
2
�3 belongs to p.

In particular, b
2
1c

2
qg

2m = b
2
1�2g

2m 2 p, but this is impossible, because p is a
prime ideal and b1, c, q, g 62 p.

In this way, our assumption I(Z(p))\p 6= ? is false, and this means I(Z(p)) = p.
To finish we study the case of an arbitrary ideal a of R[x]. Since R[x] is a noetherian
ring and, according to Remarks 4.3 (1) and (2), r

p
a is a radical ideal, there exist

prime ideals p1, . . . , ps of R[x] such that

r
p
a = p1 \ · · · \ ps &

\

j 6=i

pj \ pi 6= ? for each 1  i  s.

Let us see that each pi is a real ideal. Indeed, let a1, . . . , a` 2 R[x] such that
a
2
1 + · · ·+ a

2
` 2 pi. Choose hi 2

T
j 6=i pj \ pi. Then h

2
i (a

2
1 + · · ·+ a

2
`) 2 r

p
a and, this

last being a real ideal, we deduce that each product hiak 2 r
p
a ⇢ pi. Since pi is a

prime ideal and hi 62 pi it follows that ak 2 pi for each 1  k  `, and so pi is a real
prime ideal.

Finally, using the case studied before,

I(Z(a)) = I(Z( r
p
a)) = I

⇣
Z
⇣ s\

i=1

pi
⌘⌘

=
s\

i=1

I(Z(pi)) =
s\

i=1

pi =
r
p
a,

which concludes the proof. ⇤

To finish this section, we recall the employed notation and put together the
relationship between the results obtained in the precedent sections.
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ALKS

↵◆

3;

↵◆

ck

⌦✓

Łi+H17c4<

t|

ai

!)
RNSSbj 4< PSS

H17c: Solution to Hilbert’s 17th Problem
with controlled denominators.
Łi: Łojasiewicz’s Inequality.
RNSS: Real Nullstellensatz.
AL: Artin-Lang’s Theorem.
PSS: Positivstellensätze.

(4.18) Real Nullstellensatz and Positivstellensäzte for other rings of

functions. Hilbert’s 17th Problem, the Real Nullstellensatz and the Positivstellen-
sätze can be formulated, introducing the suitable changes, in different function or
function germ rings. Without any doubt, analytic set and function germs constitute
the most favorable setting to attack these questions.

(4.18.1) Rings of analytic function germs. The first results are due to Risler,
[Ri3], who proved that H17 has affirmative answer for the ring On of analytic
function germs at the origin of Rn, and he presented the Real Nullstellensatz in
this setting. The same results for the ring Fn of formal series were independently
obtained by Merrien, [Me] and Robbin, [Rb]. Ruiz gave in [Rz2] an affirmative
answer to H17 for the ring O(X0) of germs of analytic functions on an irreducible
analytic germ set X0.

It is natural to ask if each positive semidefinite function germ in O(X0) is already
a sum of squares in the ring O(X0). Based on a previous result of Scheiderer [Sch1],
Fernando proved in [F1] that this is not so if dim(X0) � 3. Moreover, it follows from
another work of Scheiderer [Sch2], that the unique rings of analytic curve germs for
which every positive semidefinite function germ is a sum of squares correspond to
finite unions of lines. Thus, just the case of analytic germs of dimension 2 requires
some care. A first result in this direction is due to Ruiz [Rz4], who proposed a finite
list of surface germs X0 which may have the property that all positive semidefinite
germs in O(X0) are sum of two squares. Later on, Fernando [F2] proved that Ruiz’s
list is exhaustive, and in fact that it coincides with the list of all bidimensional
analytic germs X0 with embedding dimension equal to 3 for which every positive
semidefinite function germ is a sum of squares in the ring O(X0).

(4.18.2) Rings of global analytic functions. The problems we are dealing with
are more difficult for the ring O(X) of global analytic functions on a global analytic
set X. The first significant result is due to Bochnak and Risler [BR], who restricted
themselves to the case dim(X)  2, and proved two main results. The first one is
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a version of the Real Nullstellensatz: given a finitely generated ideal a of O(X) the
equality a = I(Z(a)) holds if and only if a is a real ideal. Moreover they obtained
an affirmative answer to H17 without denominators in two particular cases: if X
is compact, and if X is not compact together with H

1(X,Z2) = 0. This result was
proved using different methods by Jaworski in [JW1], and Bochnak, Kucharz and
Shiota [BKS] proved that given an analytic real variety X and a positive semidefinite
analytic function f : X ! R whose zero-set Z(f) is discrete, f is a sum of squares
of meromorphic functions on X. Even more, they showed that in case dim(X)  2
then, 3 squares are enough.

Ruiz proved later [Rz4] the equality I(Z(a)) = r
p
a for finitely generated ideals

a of O(X) without any restriction on the dimension of X but imposing the zero-set
Z(a) to be compact. Notice that, in particular, the hypothesis hold if X is compact.
Concerning H17, it is proved in [Rz4] that in case X is compact and irreducible and
f : X ! R is a positive semidefinite analytic function, then f is a sum of squares
of meromorphic functions on X. Independently, Jaworski proved in [JW2] that if
the zero-set of f is discrete outside a compact set, then it is a sum of squares of
meromorphic functions.

The first result with neither compactness assumptions nor restrictions on the
zero-set was proved by Acquistapace, Broglia, Fernando and Ruiz in [ABFR2] where,
among many other results, they proved that given an analytic curve X, each positive
semidefinite analytic function f : X ! R is a sum of squares in O(X) if and only
if the function germ fx is a sum of squares in the ring of analytic germs O(Xx) for
every point x 2 X. As one can expect, in this case two squares are enough.

Along these notes we have refrain ourselves from treating the very important
quantitative aspects of H17, that is, to determine what is the minimum number of
squares needed to express a given sum of squares. However, we must quote here that
Andradas, Díaz Cano and Ruiz proved in [ADR] that given an integer d � 2 there
exists an integer p := p(d) such that each positive semidefinite analytic function
f 2 O(X) defined on a normal and irreducible analytic surface X whose embedding
dimension equals d is a sum of p squares of meromorphic functions on X. Slightly
later, Acquistapace, Broglia, Fernando and Ruiz improved in [ABFR1] the above
result and they showed that p  5. Although the proof is only supplied for normal
surfaces it is also valid for coherent surfaces.

Hilbert’s 17th Problem for the ring O(X), that is, without denominators, was
succesfully approached by Fernando in [F3] for global analytic sets X with dimension
 2 and whose embedding dimension is  3, without any extra condition. In this
work the notions of analytic germ with the extension property and analytic subset

of Rn
with the extension property are introduced. It is said that an analytic germ

X0 ⇢ Rn
0 enjoys the extension property if each positive semidefinite analytic germ
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in O(X0) is the restriction to X0 of a positive semidefinite analytic germ in O(Rn
0 ).

Analogously, a global analytic subset X ⇢ Rn enjoys the extension property if
each positive semidefinite function in O(X) is the restriction to X of a positive
semidefinite function in O(Rn). It is proved that a global analytic subset X of
dimension  2 whose embedding dimension is  3 enjoys the extension property if
and only if it is coherent and all germs Xx with x 2 X enjoy the extension property
too. In such a case it is proved that every positive semidefinite analytic function in
O(X) is a sum of squares in O(X).

It is recognized that H17 is a harder problem for global analytic sets with
dim(X) � 3. The best result for dim(X) = 3 appears in [F4], where it is proved
that the obstruction for a positive semidefinite analytic function f : R3 ! R to
be a sum of squares of meromorphic functions lies in those invariant factors of f
whose zero-set is a curve, and on the existence of a common upper bound of the
number of squares needed to represent each of such factors as a sum of squares.
In fact, this result has been extended and deeply improved to the n-dimensional
case by Acquistapace, Broglia and Fernando in [ABF2], where the authors focus the
obstruction to solve H17 for Rn in the analytic case in the invariant factors whose
zero-set has dimension 1  d  n�2 and, again, on the existence of a common upper
bound of the number of squares needed to represent each of such factors as a sum of
squares. The proof requieres a previous work, which has its own interest, where the
authors present “infinite” multiplicative formulae for countable collections of sums
of squares (of meromorphic functions on Rn) generalizing the classical Pfister’s ones
concerning the representation as a sum of 2r squares of the product of two elements
of a field which are sums of 2r squares.

As the previous paragraph suggests, in this context also “strongly convergent”
infinite sums of squares are admitted, and some conditions are obtained that guar-
antee the finiteness of the number of summands. It is worthwhile mentioning that
Acquistapace, Broglia, Fernando and Ruiz proved in [ABFR3] that an affirmative
answer to H17 in this context implies the existence of a universal bound on the
number of summands needed to express any positive semidefinite analytic function
f : Rn ! R as a sum of squares of meromorphic functions.

To finish this concise review of some milestones on the Real Algebra of rings
of analytic functions, let us mention those concerning the Real Nullstellensatz and
the Positivstellensätze. Ruiz proved in [Rz3] that given a basic closed semianalytic
set S := {x 2 Rn : g1(x) � 0, . . . , gm(x) � 0}, where g1, . . . , gm 2 O(Rn), and
f 2 O(Rn) such that S \ Z(f) is compact, then f |S ⌘ 0 if and only if there exists
an integer k � 0 and sums of squares �⌫ 2 ⌃O(Rn)2 such that

X

⌫=(⌫1,...,⌫m)

�⌫g
⌫1
1 · · · g⌫mm + f

2k = 0. (4.4)
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In [ABF1], Acquistapace, Broglia and Fernando proved that the compactness of
the intersection S \ Z(f) is a necessary condition in the precedent result. Indeed,
choose f, g 2 O(R) satisfying Z(f) = Z(g) = {n 2 Z : n > 0}. Suppose that
the initial forms of the germs fn and gn at each positive integer n are, respectively,
(�1)n(t � n) and (�1)n(t � n)2n�1. Moreover, f vanishes identically on the set
S = {t 2 R : �f(t) � 0, g(t) � 0}. Thus, if the equality (4.4) holds there would
exist sums of squares �00, �10, �01 and �11 in O(R) and an integer k � 0 such that

�00��10f +�01g��11fg+f
2k = 0 =) (�10+g�11)f = �00+�01g+f

2k
. (4.5)

Let !(h) denote the order at k + 1 of each series h 2 R{t}. Then, comparing the
orders at the point k + 1 of both members in equality (4.5), it follows that

min{!(�10)+1,!(�11)+2k+2} = min{2k,!(�00),!(�01)+2k+1} = min{2k,!(�00)}.

The order of a sum of squares is even, and so the order of the left-hand member is,
either odd, or � 2k + 2, while the order of the right-hand side is even and  2k, a
contradiction.

Consequently, there is no hope to obtain in this case the counterpart of the anal-
ogous result in either the polynomial or global analytic with compact data settings.
In [ABF1] the authors present alternative statements that provide a Positivstel-
lensatz for global analytic functions that involves infinite sums of squares and/or
positive semidefinite analytic functions. In particular the result is fully satisfactory
for analytic curves, normal analytic surfaces and coherent analytic sets whose con-
nected components are compact. Some years before, Acquistapace, Andradas and
Broglia obtained in [AAB1] another result which can be considered a Positivstellen-
satz: given analytic functions f, g1, . . . , gm 2 O(Rn) such that f is strictly positive
on the set S := {x 2 Rn : g1(x) � 0, . . . , gm(x) � 0}, there exist strictly positive
analytic functions h0, . . . , hm 2 O(Rn) such that

f = h
2
0 +

mX

j=1

h
2
jgj.

The nice relationship, with suitable modifications, between the real and complex
analytic cases is illustrated in the forthcoming article [ABF3]. Extending to the real
framework some fruitful ideas of Forster, [F], Siu, [Si] and De Bartolomeis, [dB],
the authors state a Real Nullstellensatz for the ring O(X) of analytic functions
on a global analytic set X ⇢ Rn in terms of the closure (in the Frechet topology of
O(X)) of the Łojasiewicz’s radical ideal. Namely, given an ideal a ⇢ O(X), the ideal
I(Z(a)) of the zero-set Z(a) of a coincides with the closure Ł

p
a of the Łojasiewicz’s

ideal
Ł
p
a := {g 2 O(X) : 9 f 2 a & m � 1 such that f � g

2m � 0}
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of a. Moreover, if the zero-set Z(a) of a has “good properties” then, I(Z(a)) = r
p
a,

where r
p
a stands for the real radical ideal of a, and the same holds if r

p
a is replaced

by the real analytic radical ideal
ra
p
a, which is a natural generalization of the real

radical ideal in the global analytic setting.
On the other hand it must be pointed out that a Łojasiewicz’s inequality for

analytic functions, analogous to the one stated in Lemma 4.12, and proved by Ac-
quistapace, Broglia and Shiota in [ABS], constitutes a main ingredient in the proof
of the analytic Real Nullstellensatz. In fact, this viewpoint has strongly inspired the
approach developed in these notes.
(4.18.3) Rings of Nash functions. (1) A subset M ⇢ Rn is semialgebraic if it
admits a representation

M :=
s[

i=1

ri\

j=1

{x 2 Rn : fij"ij0} (4.6)

where each fij 2 R[x1, . . . , xn] and for each 1  i  s and 1  j  ri, the symbol "ij
denotes < or =.
(2) Let U ⇢ Rn be an open semialgebraic set. An analytic function g : U ! R is
said to be a Nash function if its graph is a semialgebraic subset of Rn+1.
(3) An analytic diffeomorphism ' : U ! V, x 7! ('1(x), . . . ,'n(x)), where U and V

are open semialgebraic subsets of Rn, is a Nash diffeomorphism if each 'j : U ! R
is a Nash function.
(4) A semialgebraic subset X ⇢ Rn is a Nash submanifold of Rn of dimension d � 0
if for each x 2 X there exist open semialgebraic subsets U, V ⇢ Rn such that
0 2 U and x 2 V , and a Nash diffeomorphism ' : U ! V with '(0) = x and
'((Rd ⇥ {0}) \ U) = X \ V .
(5) A function f : X ! R, where X is a Nash submanifold, is a Nash function if,
with the notations in (4), each composition f �('|Rd⇥{0})) is a Nash function. The set
N (X) of Nash functions on X constitutes a ring with the sum and product defined
pointwise, and it is an integral domain if and only if X is connected. It makes sense
to study for the ring N (X) the problems we have studied in the polynomial case and
whose main advances for analytic functions and germ functions have been described
above.

The article [Mo] by Mostowski contains the Nullstellensatz and a positive answer
to H17 for the ring N (X), although some proofs are not complete. Complete proofs
where provided by Efroymson, [E1] and [E2]; the first of these articles contains a
proof of the noetherianity of N (X). It is worthwhile mentioning the excellence of
the presentation and the transparence and elegance of the involved arguments of
the work by Bochnak and Efroymson [BE]. The Positivstellensätze appear in the
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book [BCR] by Bochnak, Coste and Roy. More generally, H17, the Nullstellensatz
and the Positivstellensätze can be approached for the ring of Nash functions on a
semialgebraic set S, and in [FG] the authors characterize those semialgebraic sets for
which the previous questions have a solution. As a consequence, the analogous re-
sults for germs of Nash functions can be derived, although there exists an alternative
presentation, just for germs, due to Ruiz [Rz1].

(4.18.4) Rings of differentiable functions. The Nullstellensatz and the affir-
mative solution to H17 for the ring of germs of differentiable functions are due
to Lassalle, [Ls]. In the global setting, Bochnak obtained in [Bo] a Nullstellensatz
for the ring C1(X) of functions of class C1 on an analytic manifold. More pre-
cisely, given an ideal a of C1(X) generated by a finite set of analytic functions on
X, we denote aa the extended ideal to the ring Oa of germs of analytic functions
at the point a 2 X, and it is said that a 2 Z(a) is a regular point if the quo-
tient ring Oa/aa is local regular; otherwise it is said that a is a singular point. In
this last case Sa denotes the germ at a of the set of singular points of Z(a), and
⌃a := {g 2 Oa : g�1(0) ⇢ Sa}. Bochnak proved the equivalence of the following
statements:
(i) a = I(Z(a));
(ii) a = r

p
a;

(iii) The set of regular points of Z(a) is dense in Z(a) and for every singular point
a 2 Z(a) and every germ f 2 ⌃a, the class f+aa is not a zero divisor in the quotient
ring Oa/aa.

Later on Risler proved in [Ri2] the following result, conjectured by Bochnak:
given a principal ideal a of C1(R2), the equality a = I(Z(a)) holds if and only if a
is a real ideal and it is closed in C1(R2) with its compact-open topology.

Hilbert’s 17th Problem admits a very simple solution for Cr functions defined on a
differentiable manifold X of class Cr for 0  r  1. In fact, Acquistapace, Andradas
and Broglia proved in [AAB2] that for every positive semidefinite f 2 Cr(X) there
exist g, h 2 Cr(X) such that g

2
f = h

2. The proof is elementary; it suffices to
consider the auxiliary function

u : (0,+1) ! (0,+1), t 7!
(p

t exp(�1/t) if t 6= 0

0 if t = 0

and the functions g :=
p

exp(�1/f) and h := u � f satisfy the required equality.
In the same article the authors prove that, in general, f is not a sum of squares in
Cr(X). Even more, given S := {x 2 X : g1(x) � 0, . . . , gm(x) � 0} 6= ? for some
g1, . . . , gm 2 Cr(X), and f 2 Cr(X), the following properties hold:
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(1) If f(x) � 0 for every point x 2 S, then there exist h, u0, . . . , um 2 Cr(X) \ {0}
with

h
2
f = u

2
0 +

mX

j=1

u
2
jfj & Z(h) ⇢ Z(f).

(2) If f(x) > 0 for every point x 2 S, then there exist u0, . . . , um 2 Cr(X)\{0} with

f = u
2
0 +

mX

j=1

u
2
jfj.

For further readings we also recommend the reader the article [BBCP] by Bony,
Broglia, Colombini and Pernazza, where the authors approach H17 in some distin-
guished classes of differentiable functions. Without enter into subtleties we point out
that the authors prove that for n � 4 there exist positive semidefinite C1-functions
f : Rn ! R (and even flat ones if n � 5) which are not a finite sum of squares of
C2-functions. For n = 1, where a representation as a sum of squares always exists,
the authors prove that if f vanishes at all its local minima, then there exists a C2-
function g such that f = g

2, but that one cannot require g to enjoy any additional
regularity condition.
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CHAPTER III

Spectral spaces

1 Zariski spectrum of a ring

As in the precedent chapters, all rings are commutative with unit. Our goal in this
first section is to recall the main properties of the Zariski spectrum of a ring. For
us, a topological space is said to be compact if each open covering admits a finite
subcovering; thus a space could be compact but not Hausdorff. Given a subset Y

of a topological space X we will denote ClX(Y ), or just Cl(Y ) if no confusion is
possible, the smallest closed subset of X containing Y .

Definitions 1.1 (Zariski spectrum and topology) (1) In what follows Spec(A)
denotes the set of all prime ideals of A. This space is called prime spectrum or Zariski

spectrum of A, and it is usually endowed with a topology known as Zariski topology,

having as a basis of open subsets the one constituted by those sets of the type

D(a) := {p 2 Spec(A) : a 62 p}, 8 a 2 A,

which are called basic open. Notice that given a, b 2 A we have

D(0) = ?, D(1) = Spec(A) & D(a) \D(b) = D(ab).

For every subset X ⇢ A we denote

V (X) := {p 2 Spec(A) : X ⇢ p} = Spec(A) \
[

a2X

D(a),

which is a closed subset of Spec(A). Conversely, the complementary of a given closed
subset C ⇢ Spec(A) is a union of basic open subsets, that is, there exists X ⇢ A

such that
Spec(A) \ C =

[

a2X

D(a) =) C = V (X).

On the other hand, if a prime ideal p of A contains a subset X ⇢ A then it contains
the smallest ideal aX of A containing X. Thus V (X) = V (aX), and so admitting
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A = (1) as a non proper ideal of A, the family of closed subsets of Spec(A) in the
Zariski topology is

C := {V (a) : a is an ideal of A}.
To simplify the notation we denote V (a) := V (aA) = Spec(A) \ D(a) for every
a 2 A. Notice that V (a) = V (am) for each positive integer m, because a prime ideal
p contains a

m if and only if a 2 p.
(2) It is evident that if X ⇢ Y ⇢ A, then V (Y ) ⇢ V (X).
(3) Recall, see [AM], that for every ideal a of a ring A the equality

p
a =

\

p2V (a)

p.

holds. Thus, an element a 2 A satisfies V (a) ⇢ V (a) if and only if a 2
p
a.

(4) If for each prime ideal p of A we denote Cp an algebraic closure of the quotient
field (p) = qf(A/p), each element a 2 A can be seen as a function

a : Spec(A) !
G

p2Spec(A)

Cp, p 7! a(p) := a+ p 2 (p) ⇢ Cp.

Proposition 1.2 (Compactness) (1) Let A be a ring and a 2 A. Then, the subset

D(a) of Spec(A) is compact.

(2) For every ideal a of A the subset V (a) is compact.

Proof. (1) Let {Ui}i2I be an open covering of D(a), that is, each Ui is an open
subset of Spec(A) and D(a) ⇢

S
i2I Ui. We may assume that Ui = D(ai) for some

ai 2 A, and so
\

i2I

V (ai) =
\

i2I

Spec(A) \D(ai) = Spec(A) \
[

i2I

D(ai) ⇢ Spec(A) \D(a) = V (a).

Let us denote a the ideal of A generated by the elements {ai : i 2 I}. Thus
V (a) =

T
i2I V (ai), hence V (a) ⇢ V (a). This implies, by 1.1 (3), that a 2

p
a, that

is, there exist a positive integer m, indices i1, . . . , is 2 I and elements fi1 , . . . , fis 2 A

such that
a
m = fi1ai1 + · · ·+ fisais .

The ideal b := (ai1 , . . . , ais)A satisfies a 2
p
b, and so

Ts
j=1 V (aij) = V (b) ⇢ V (a).

Thus

D(a) ⇢ Spec(A) \
s\

j=1

V (aij) =
s[

j=1

(Spec(A) \ V (aij)) =
s[

j=1

D(aij) =
s[

j=1

Uij ,
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which implies that D(a) is compact.
(2) From part (1), Spec(A) = D(1) is compact; thus its closed subset V (a) is com-
pact too. ⇤

Remarks 1.3 (1) Observe that the compactness of D(a) follows from the fact that
the operations of the ring (A,+, ·) involve finitely many elements.
(2) In general, the Zariski spectrum of a ring is not a Hausdorff space, but we will
see right now that it is a T0-space.

Lemma 1.4 Let A be a ring and p 2 Spec(A). Then:

(1) Cl({p}) = V (p). In other words, q 2 Cl({p}) if and only if p ⇢ q.

(2) The singleton {p} is a closed subset of Spec(A) if and only if p is a maximal

ideal of the ring A.

(3) The Zariski spectrum Spec(A) is a T0-space.

Proof. (1) Since V (p) is a closed subset of Spec(A) containing p it contains Cl({p}).
Conversely, p ⇢ q for each q 2 V (p), that is, A \ q ⇢ A \ p. Thus, p 2 D(a) for each
a 2 A \ q or, equivalently, each basic open neighborhood of q intersects {p}, that is,
q 2 Cl({p}).
(2) By part (1), {p} is a closed subset if and only if {p} = V (p), that is, p is the
unique prime ideal of A containing p. Thus p is a maximal ideal of A.
(3) Given two different prime ideals p and q of A we may assume that p 6⇢ q. By
part (1) this means that q 62 V (p) = Cl({p}), and so Spec(A) is a T0-space.

⇤

Exercise 1.5 Draw the Zariski spectrum of the rings Z, R, R[t] and C[t].

Ring homomorphisms induce continuous maps between the corresponding Zariski
spectra. The next proposition collects basic properties of this functorial construc-
tion.

Proposition 1.6 (Morphisms between Zariski spectra) Let ' : A ! B be a

ring homomorphism and

Spec(') : Spec(B) ! Spec(A), p 7! '
�1(p).

Then, the following properties hold:
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(1) Spec(')�1(D(a)) = D('(a)) for every a 2 A. Thus Spec(') is a continuous

map.

(2) Spec( � ') = Spec(') � Spec( ) for each ring homomorphism  : B ! C.

Proof. (1) Note that p 2 Spec(')�1(D(a)) if and only if '�1(p) = Spec(') belongs
to D(a), that is, a 62 '

�1(p), for each p 2 Spec(A). This means that '(a) 62 p, which
is the same as p 2 D('(a)).
(2) For every p 2 Spec(C), we have

Spec( � ')(p) = ( � ')�1(p) = '
�1( �1(p)) = (Spec(') � Spec( ))(p),

as wanted. ⇤

Exercise 1.7 (1) Let ' : A ! B be a ring epimorphism and a := ker'. Prove that
V (a) is the image of the map Spec(') : Spec(B) ! Spec(A), and that

Spec(') : Spec(B) ! V (a)

is a homeomorphism.
(2) Let a :=

T
p2Spec(A) be the nilradical of A and ⇡ : A ! A/a, f 7! f + a. Prove

that the induced map

Spec(⇡) : Spec(A/a) ! Spec(A)

is a homeomorphism.

Exercise 1.8 Let A be a ring. An element a 2 A is said to be idempotent if a2 = a.
(1) Prove that Spec(A) is connected if and only if the unique idempotent elements
of A are a = 0 and a = 1.
(2) Prove that the Zariski spectrum of a local ring is connected.
(3) Let X be a topological space and let C(X) be the ring of continuous R-valued
functions on X. Prove that X is connected if and only if the Zariski spectrum of
C(X) is connected.

Example 1.9 Let A be a ring, f 2 A \ (0) and let Af := {a/fm : a 2 A,m � 0}.
Consider the ring homomorphism ' : A ! Af , a 7! a/1. From the general theory
of localization it is known that a subset P ⇢ Af is a prime ideal of Af if and only
if there exists a prime ideal p of A such that f 62 p and P = pAf .
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In this way, the map Spec(') : Spec(Af ) ! D(f) is bijective and continuous.
In fact it is a homeomorphism. To check this last it is enough to observe that
Spec(')(pAf ) = p for every prime ideal p of A such that f 2 A \ p, and so given
a 2 A and an integer m � 0,

Spec(')(D(a/fm)) = D(a) \D(f).

Thus Spec(') is an open map, that is, it maps open subsets of Spec(Af ) onto open
subsets of D(f). In particular, the compactness of Spec(Af ) implies the compactness
of D(f).

Exercise 1.10 (1) Let A be a ring, a 2 A and let b be an ideal of A. Prove that

B(a, b) := {p 2 Spec(A) : a 62 p, b ⇢ p}

is a compact subset of Spec(A).
(2) Let F := {D(a) : a 2 A}. A set C ⇢ Spec(A) is constructible if it can be ex-
pressed as a finite combination of boolean operations (finite union, finite intersection
and complementary) applied to sets of the family F . Prove that each constructible
set can be represented as a finite union of sets of type B(a, b). Deduce that each
constructible subset of Spec(A) is compact.

Exercise 1.11 (1) A topological space is said to be irreducible if every non-empty
open subset is dense. Prove that Spec(A) is irreducible if and only if the nilradical
of A is a prime ideal.
(2) Let Y be an irreducible subset of a topological space X. Prove that its closure
ClX(Y ) is irreducible too.
(3) Prove that every irreducible subspace of a topological space is contained in a
maximal irreducible subspace. Prove that the maximal irreducible subspaces of a
topological space X, which are called the irreducible components of X, are closed
subsets of X.
(4) Prove that given a ring A, the irreducible components of Spec(A) are the sets
V (p), where p is a minimal prime ideal of A.

Definition and Remarks 1.12 (Maximal spectrum) Let us fix a ring A.
(1) The maximal spectrum of A is the subset Specmax(A) of Spec(A) whose points are
the maximal ideals of A. By Lemma 1.4 (2) the points in Specmax(A) are, exactly,
the closed points of Spec(A). In general, the maximal spectrum does not enjoy
the nice functorial properties of Zariski spectrum, because the preimage by a ring
homomorphism of a maximal ideal is not, in general, a maximal ideal. Consider, for
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example, the inclusion map j : Z ,! Q; the zero ideal (0) is maximal in Q but it is
not a maximal ideal of Z. Thus, a ring homomorphism ' : A ! B does not induce,
in general, a continuous map Specmax(') : Specmax(B) ! Specmax(A).
(2) The maximal spectrum Specmax(A) is endowed with the topology induced by the
Zariski topology of Spec(A); clearly it is a T1-space, that is, each one of its points
is a closed subset because, by Lemma 1.4, for every m 2 Specmax(A) we have

ClSpecmax(A)({m}) = ClSpec(A)({m}) \ Specmax(A) = {m} \ Specmax(A) = {m}.

(3) In general Specmax(A) is not Hausdorff. Consider for instance the polynomial
ring A := C[t] and two distinct complex numbers a1 and a2. There are no open
disjoint neighborhoods in Specmax(A) of the maximal ideals m1 := (t � a1) and
m2 := (t � a2). Otherwise there would exist f1, f2 2 A such that mi 2 D(fi) and
D(f1) \ D(f2) \ Specmax(A) = ?. Hence D(f1f2) \ Specmax(A) = ?, that is, the
product f1f2 belongs to all maximal ideals (t � a) of A, that is, (f1f2)(a) = 0 for
every a 2 C, and so f1f2 = 0. Since C[t] is a domain we may assume that f1 = 0,
which implies m1 2 D(f1) = ?, and this is false.

Proposition 1.13 The maximal spectrum Specmax(A) of a ring A is a compact

space.

Proof. Let {Ui}i2I be an open covering of Specmax(A). We may assume that each
Ui := D(ai) for some ai 2 A, and so
\

i2I

V (ai) =
\

i2I

Spec(A) \D(ai) = Spec(A) \
[

i2I

D(ai) ⇢ Spec(A) \ Specmax(A).

Hence, the ideal a generated by {ai : i 2 I} satisfies

V (a) =
\

i2I

V (ai) ⇢ Spec(A) \ Specmax(A).

Thus, there is no maximal ideal of A containing a or, in other words, a = A. Hence,
there exist indices i1, . . . , is 2 I and b1, . . . , bs 2 A such that 1 = ai1b1 + · · ·+ aisbs.
Consequently,

Ts
j=1 V (aij) = ?, which implies

Specmax(A) ⇢ Spec(A) \
s\

j=1

V (aij) =
s[

j=1

Spec(A) \ V (aij) =
s[

j=1

D(aij) =
s[

j=1

Uij ,

and so Specmax(A) is compact. ⇤
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Examples 1.14 (1) The maximal spectrum is not, in general, a closed subset of the
Zariski spectrum. Consider, for example, A := C[t], and suppose that Specmax(A)
is a closed subset of Spec(A). Then, Specmax(A) = V (a) for some ideal a of A. Since
A is a PID there exists f 2 A such that a := fA, hence V (f) = V (a) = Specmax(A).
Thus, f 2 (t� a) for every a 2 C, and so f = 0. Hence Specmax(A) = Spec(A), and
this is false because (0) is a prime but not maximal ideal of A.
(2) Consider the complex field C endowed with the topology whose open subsets are
those whose complementary is finite. Then, the bijection

� : C ! Specmax(A), a 7! (t� a)

is a homeomorphism. Indeed, to check the continuity, let U := D(f) \ Specmax(A)
be a non-empty basic open set. Then, f 6= 0 and so there exist complex numbers
a0, . . . , ar 2 C and positive integers mi such that a0 6= 0 and

f := a0(t� a1)
m1 · · · (t� ar)

mr .

The maximal ideals of A containing f are, exactly, those of the form mi := (t�ai) for
1  i  r. Therefore the complementary of ��1(U) = C \ {a1, . . . , ar} is finite, and
so ��1(U) is open. On the other hand, for every finite subset F := {a1, . . . , ar} ⇢ C,

�(C \ F) = Specmax(A) \ �(F)

= Specmax(A) \ {(t� a1), . . . , (t� ar)} = D(g) \ Specmax(A),

where g(t) :=
Qr

j=1(t� aj), and so �(C \ F) is an open subset of Specmax(A).
(3) Consider the ring A := C([0, 1]) of continuous real valued functions defined in
the closed interval [0, 1]. The space Specmax(A) is homeomorphic to [0, 1] with its
Euclidean topology.

To prove this, let us see first that the maximal ideals of A are those of the form

mp := {f 2 A : f(p) = 0} : p 2 [0, 1].

Indeed, for every p 2 [0, 1] the ideal mp is maximal because it is the kernel of the
epimorphism evp : A ! R, f 7! f(p), and so A/ ker evp ⇠= R. Conversely, let m
be a maximal ideal of A. It is enough to show that there exists p 2 [0, 1] such
that m ⇢ mp; once this be proved the maximality of m implies that m = mp.
Indeed, if m 6⇢ mp for all p 2 [0, 1], there would exist functions fp 2 m such that
fp(p) 6= 0. Since U

p = f
�1
p (R\{0}) is an open neighborhood of p in [0, 1], the family

{Up : p 2 [0, 1]} is an open covering of the compact space [0, 1], and so there exists
a finite subset F ⇢ [0, 1] such that

[0, 1] ⇢
[

p2F

U
p
.
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This means that the function f :=
P

p2F f
2
p 2 m does not vanish at any point of the

interval [0, 1]; thus 1/f 2 A and 1 = f · (1/f) 2 m, which is false. Consequently,
the map

 : [0, 1] ! Specmax(A), p 7! mp

is a well defined surjection. Moreover, it is injective too because given distinct points
p, q 2 [0, 1], the continuous function f : [0, 1] ! R, x 7! |x � p| vanishes at p, but
not at q, and this implies f 2 mp \mq.

To finish, let us check that  is a homeomorphism. First, let f 2 A and consider
the basic open set U := D(f) \ Specmax(A). Then,

 �1(U) = {x 2 [0, 1] : f(x) 6= 0}

is an open subset of [0, 1] because f is continuous. This proves that  is continuous.
Moreover, given an open subset W of [0, 1] then M := [0, 1] \W is closed in [0, 1].
Hence, M = {x 2 [0, 1] : g(x) = 0}, where g := dist(·,M) : [0, 1] ! R is a
continuous function. Thus,  (W ) = D(g) \ Specmax(A) is an open subset in the
Zariski topology of Specmax(A), and  is a homeomorphism.
(4) In general, there exist basic open non-compact subsets of Specmax(A). Consider
the ring A := C([0, 1]) and, for each point p 2 [0, 1], let hp : [0, 1] ! R, x 7! x � p.
By part (3), D(hp) \ Specmax(A) is homeomorphic to [0, 1] \ {p} with its Euclidean
topology, which is not compact.
(5) For some topological spaces X there exist many rings F(X) of functions de-
fined on X such that each point in X is identified with a maximal ideal of F(X).
This provides a set theoretical inclusion j : X ,! Specmax(F(X)). However, the
behaviour of this inclusion from the topological viewpoint, when Specmax(F(X)) is
endowed with the Zariski topology, could be rather different. In part (2) we have
studied the case X := C and F(X) the ring of polynomial functions. We observed
that the Zariski topology induces, via j, the topology in C whose open subsets are
those whose complementary is finite.

However, in part (3) the Zariski topology induces in [0, 1], via j, the Euclidean
topology. In next sections we will address some situations in which the maximal
spectrum of F(X) coincides with the maximal real spectrum, see 2.8, and its Zariski
topology induces the original topology in X. In such cases the maximal spectrum
of F(X) is a compactification of X with reminiscences of the classical Stone-Cěch
compactification. In any case, we do not make a deeper study of the Zariski spectrum
in these notes, and we shall use it to introduce in the next section the real spectrum

of a ring, whose elements are prime cones instead of prime ideals, and constitutes
the abstract object whose role is relevant in Real Algebraic Geometry.
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2 Real spectrum of a ring

Definitions 2.1 (Real spectrum and spectral topology) (1) The goal in this
section is the study of the main properties of the real spectrum Specr(A) of a ring
A, whose elements are the prime cones of A. In particular, if K is a real field, its
real spectrum Specr(K) coincides with the set of all orderings in K. Notice that
although the Zariski spectrum is non-empty for each ring A, it follows from Lemma
1.10 (Ch.II), that Specr(A) is non-empty if and only if �1 /2 ⌃A2.

According to the kind of problems to be approached the real spectrum is endowed
with different topologies. In these notes we will be mainly concerned with its spectral

topology. The subsets

U(a1, . . . , ar) := {↵ 2 Specr(A) : �a1 62 ↵, . . . ,�ar 62 ↵} : a1, . . . , ar 2 A,

constitutes a basis of open subsets of the spectral topology of Specr(A). Given
a 2 A and ↵ 2 Specr(A) we denote a(↵) := a + p↵ 2 A/p↵. In this way, the
notation a(↵) = 0 means that a 2 p↵ = ↵ \ (�↵) while a(↵) � 0 means that a+ p↵
is nonnegative with respect to the ordering ↵ induced by ↵ in the quotient field
(p↵) = qf(A/p↵), that is, a(↵) � 0 if and only if a 2 ↵.

Analogously, a(↵)  0 means that (�a)(↵) � 0, that is, a 2 (�↵), while a(↵) > 0
if a(↵) � 0 but a(↵) 6= 0 or, equivalently, �a /2 ↵, and a(↵) < 0 means that a /2 ↵.
With these notations,

U(a1, . . . , ar) := {↵ 2 Specr(A) : a1(↵) > 0, . . . , ar(↵) > 0}.

The same idea of 1.1 (4) allows us to interpret the elements in A as functions on the
real spectrum Specr(A). For each prime cone ↵ := (p↵,↵) in A let R↵ be the real
closure of the ordered field ((p↵),↵). Since A/p↵ ⇢ (p↵) ⇢ R↵, each element
a 2 A can be seen as a function

a : Specr(A) !
G

↵2Specr(A)

R↵, ↵ 7! a(↵) 2 R↵.

Exercise 2.2 A cut in an ordered field (E,) is an ordered pair (I, J) where I and
J are subsets of E such that E = I [ J , and x < y for every pair of elements x 2 I

and y 2 J .
(1) Prove that for each ordering  of the field R(t) the pair (I, J), where

I := {x 2 R : x < t} & J := {x 2 R : x > t},

is a cut in R. We will denote the cuts

�1 := (?,R), a
� := ((�1, a), [a,+1)),

a
+ := ((�1, a], (a,+1)), +1 := (R,?).
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(2) Find a bijection between the orderings in R(t) and the cuts in R.

Exercise 2.3 Draw the real spectra of the rings Z, R[t] and R(t). Compare this
Exercise with Exercise 1.5.

Exercise 2.4 Let A be a real ring and consider the map

supp : Specr(A) ! Spec(A), ↵ 7! p↵ = ↵ \ (�↵).

(1) Prove that its image is the set of real prime ideals of A.
(2) Prove that supp�1(D(a)) = U(a) [ U(�a) for each a 2 A. Deduce that supp is
a continuous map where both spaces are endowed with the spectral topology.

Remarks 2.5 (1) Hochster characterized in [Ho] those topological spaces homeo-
morphic to Zariski spectra of rings with their spectral topology, and called them
spectral spaces. The real spectrum of a real ring is a spectral space; in fact Schwartz
associated in [Sch2] to every real ring A another real ring B such that Spec(B) is
homeomorphic to Specr(A). The converse is not true: there exist many rings A

whose Zariski spectrum is not a normal space and, however, we will prove in Propo-
sition 2.25 that the real spectrum of a real ring is a normal space, that is, given two
disjoint closed subsets C1 and C2 there exist open disjoint subsets G1 and G2 such
that Ci ⇢ Gi.

Thus the non-normal spectral spaces are not homeomorphic to real spectra of
real rings, and so, the structure “real spectrum” is more restrictive than the one of
Zariski spectrum. This mainly obeys to two reasons; one of them is that only real
prime ideals are the support of some prime cone. The second one, which is more
important, relies on the fact that given a real prime ideal p of the ring A the quotient
field qf(A/p) could admit many distinct orderings, which provide many prime cones
(even infinitely many), with the same support p. This happens, for example, if
A := R[t] and p = (0).
(2) If we denote R[x] := R[x1, . . . , xn], the real spectrum Specr(R[x]) contains Rn

via the injective map

j : Rn
,! Specr(R[x]), p 7! ↵p = {f : f(p) � 0}.

In contrast with what happens in Example 1.14 (2) with the complex line, the
map j is a topological embedding of Rn, endowed with its Euclidean topology, into
Specr(R[x]) endowed with its spectral topology. We will study this more in detail
in Section §3 of this Chapter.
(3) For every real ring A and each ideal a of A let us denote

Z(a) := {↵ 2 Specr(A) : a ⇢ p↵} = {↵ 2 Specr(A) : f(↵) = 0 8f 2 a}.
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Then, for A := R[x] the following equality holds:

j�1(Z(a)) = Z(a) = {x 2 Rn : f(x) = 0 8f 2 a}.

(2.6) Chains of prime cones. Before proving some compactness properties of
the real spectrum, we study first a specific property of the real spectrum which has
no counterpart in the Zariski spectrum: the set of prime cones containing a given
prime cone is a chain, that is, a totally ordered set with respect to inclusion. This
guarantees that each prime cone is contained in a unique maximal prime cone.

Lemma 2.7 Let A be a ring, ↵ a prime cone in A and let F↵ be the collection of

all prime cones of A containing ↵. Then, F↵ is a chain.

Proof. Let �, � 2 F↵ and suppose, by way of contradiction, that � 6⇢ � and � 6⇢ �.
Then, there exist b 2 � \ � and c 2 � \ �. Since A = ↵ [ (�↵), either b� c 2 ↵ or
c�b 2 ↵. In the first case, b = c+(b�c) 2 � (because ↵ ⇢ �) and in the second one
c = b+(c� b) 2 � (because ↵ ⇢ �); in both cases this is a contradiction. Therefore,
F↵ is a chain. ⇤

Remarks 2.8 (1) Fixed a prime cone ↵ in A the union � :=
S
�2F↵

� is a prime
cone. Thus, ⇢(↵) := � is a maximal element of F↵. In particular ↵ is contained in a
unique maximal prime cone ⇢(↵). In fact, the checking of the conditions � + � ⇢ �,
� · � ⇢ �, A2 ⇢ � and �1 62 � is straightforward. Moreover, � [ (��) = A, because

A = ↵ [ (�↵) ⇢ � [ (��) = A,

and so all reduces to see that p� := � \ (��) is a prime ideal. Indeed, let a, b 2 A

such that ab 2 p�. Then, there exist �1, �2 2 F↵ such that ab 2 �1 and ab 2 (��2).
By Lemma 2.7 we can suppose that �1 ⇢ �2, and consequently ab 2 �2\(��2) = p�2 .
Since �2 is a prime cone, we may assume that a 2 p�2 ⇢ p�, and therefore � is a
prime cone.
(2) In general, the maximality of a prime cone ↵ does not imply the maximality
of its support. Consider for instance the ordering  in R(t) whose set of positive
elements is

P := {(antn + · · ·+ a0)/(bmt
m + · · ·+ b0) 2 R(t) : anbm > 0}.

The prime cone ↵ := ((0),) in A := R[t] is maximal, but its support p↵ = (0) is
not a maximal ideal of A.
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Exercise 2.9 Prove that the unique maximal prime cones in R[t] whose support is
not a maximal ideal are the prime cones whose support is (0) and whose associated
orderings in R(t) are those corresponding to the cuts �1 and +1 of R, (see
Exercise 2.2).

Next, we characterize the supports of all prime cones containing a given prime
cone. This requires to introduce two new notions.

Definition 2.10 Let P be a cone and let a be an ideal of a ring A.
(1) It is said that a is a P -convex ideal if whenever two elements p, q 2 P satisfy
p+ q 2 a, then p, q 2 a.
(2) The ideal a is said to be P -radical if given a 2 A and p 2 P such that a2+ p 2 a
then a 2 a.

Remarks 2.11 (1) An ideal a is P -radical if and only if it is radical and P -convex.
Indeed, suppose first that a is P -radical and let us see that a is a radical ideal.

If am 2 a for some positive integer m, then a
2m = a

m · a2m�m 2 a. Let us prove,
by induction on m, that a 2 a. For m = 1 we have a

2 + 0 = a
2 2 a, and since a

is P -radical it follows that a 2 a. For the inductive step, denote b := a
2m�1 , that

satisfes b
2 + 0 = a

2m 2 a. Since a is P -radical, a2m�1
= b 2 a and, by induction,

a 2 a.
On the other hand, let p, q 2 P be such that p+q 2 a; then, p2+pq = p(p+q) 2 a

and, a being a P -radical ideal, p 2 a. Consequently, also q 2 a, that is, a is a P -
convex ideal.

Conversely, suppose that a is a radical and P -convex ideal and let a 2 A and
p 2 P such that a

2 + p 2 a; its P -convexity implies, since a
2 2 P , that a

2 2 a and,
a being a radical ideal, it follows that a 2 a.
(2) Observe that if P := ⌃A2, an ideal a of A is P -radical if and only if it is a real
ideal.
(3) Let P be a cone and let a be a P -convex ideal of A. Then, P \ (�P ) ⇢ a.

Indeed, if a 2 P \ (�P ) then a,�a 2 P and a + (�a) = 0 2 a. Since a is a
P -convex ideal it follows that a 2 a, and so P \ (�P ) ⇢ a.

Lemma 2.12 Let A be a real ring and ↵ 2 Specr(A). Then, the supp map

supp : F↵ := {� 2 Specr(A) : ↵ ⇢ �} ! G↵ := {q 2 Spec(A) : q is ↵-convex}

defined by supp(�) = p� is bijective, and its inverse is the map q 7! q [ ↵.
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Proof. Let us see first that the map supp : F↵ ! G↵ is well defined, that is, the
ideal p� is ↵-convex for every � 2 F↵. Let a, b 2 ↵ such that a+ b 2 p�. Then, both
a, b 2 � and �(a+ b) 2 �; thus

�a = �(a+ b) + b 2 � =) a 2 � \ (��) = p�,

and so b = (a+ b)� a 2 p�.
Let us prove that if � 2 F↵, then � = p�[↵. The inclusion p�[↵ ⇢ � is evident.

Conversely, let x 2 �\p�. Then, x 2 A\(��), that is, �x 2 A\�, and so �x 2 A\↵,
which implies x 2 ↵. This proves the injectivity of the map supp : F↵ ! G↵ because
given �1, �2 2 F↵ such that p�1 = p�2 then, �1 = p�1 [ ↵ = p�2 [ ↵ = �2. Hence,
once the surjectivity of the map supp : F↵ ! G↵ is proved, its inverse is given by
the formula in the statement.

Let us see that the support map supp is surjective. Let q be an ↵-convex prime
ideal of A. By Remark 2.11 (3), p↵ ⇢ q. Define

Fq := {� ⇢ A : � is a cone, ↵ ⇢ � & q is �-convex},

which contains ↵, and so it is a non-empty set. Consider in Fq the order relation
� defined by the inclusion and let us show that (Fq,�) is an inductive ordered set.
Given a chain C in Fq we are going to see that

↵0 :=
[

�2C

�

is an upper bound of C in Fq; for that we must check that ↵0 is a cone that contains
↵ and that q is an ↵0-convex ideal. We omit the first part since we have repeated a
similar argument along these notes. About the ↵0-convexity of q, let p, q 2 ↵0 such
that p + q 2 q. Let �1, �2 2 C such that p 2 �1 and q 2 �2. Since C is a chain we
can suppose that �1 ⇢ �2. Hence p, q 2 �2 and, q being �2-convex, p, q 2 q, and so
q is an ↵0-convex ideal. By Zorn’s Lemma, the family Fq has a maximal element,
say �.

Notice that � is a proper cone; otherwise 1,�1 2 � and 1+(�1) = 0 2 q and the
�-convexity of q implies that 1 2 q, a contradiction. Even more, � is a prime cone
and p� = q. Let us check first this equality. Since q is a �-convex ideal it follows
from Remark 2.11 (3) that p� = � \ (��) ⇢ q. Conversely, we must prove that
q ⇢ p�; to that end, let a 2 q and we have to show that "a 2 � for both " = ±1.
Consider the cone

�["a] := {p+ q"a : p, q 2 �},

that contains �, and so it contains ↵ too. Let us see that Fq contains �["a], that is,
q is a �["a]-convex ideal. Let ⇢1, ⇢2 2 �["a] be such that ⇢1 + ⇢2 2 q. Let us write
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⇢i = pi + qia" for i = 1, 2, where pi, qi 2 �, and we have

(p1 + p2) + (q1 + q2)"a = (p1 + q1"a) + (p2 + q2"a) = ⇢1 + ⇢2 2 q.

Since (q1 + q2)"a 2 q we deduce that p1 + p2 2 q and, q being a �-convex ideal,
p1, p2 2 q, and this implies that ⇢1, ⇢2 2 q, which proves that q is a �["a]-convex
ideal. Now, � is a maximal element of Fq contained in �["a] 2 Fq, that is, � = �["a].
Henceforth "a 2 �, or equivalently, a 2 � \ (��) = p�.

To finish, it is enough to prove that � [ (��) = A. In such a case � would be
a prime cone in A containing ↵ whose support is q, which proves the surjectivity
of supp : F↵ ! G↵. Suppose, by way of contradiction, the existence of an element
b 2 A \ (� [ (��)). This implies, with the notations above, that � ( �["b] for
" = ±1 and, � being maximal in Fq, we have �["b] 62 Fq, that is, the ideal q is not
�["b]-convex. It follows from Remark 2.11 (1) that q is not a �["b]-radical ideal for
" = ±1. This means that there exist c" 2 A and p", q" 2 � such that c" 62 q but
c
2
" + p" + q""b 2 q. After multiplying we get

q�1c
2
1 + q�1p1 + q1c

2
�1 + q1p�1 = q�1(c

2
1 + p1 + q1b) + q1(c

2
�1 + p�1 + q�1(�b)) 2 q,

and, q being �-convex, it contains q�1c
2
1, q�1p1, q1c

2
�1 and q1p�1. Since c1, c�1 62 q,

each q" 2 q. But c
2
" + p" + q""b 2 q, and so p" + c

2
" 2 q. Since q is a �-radical ideal,

we deduce that c" 2 q, a contradiction. Thus, � [ (��) = A. ⇤

Remark 2.13 It follows from Lemmata 2.7 and 2.12 that fixed ↵ 2 Specr(A), the
family G↵ consisting of all ↵-convex prime ideals of A is a chain. By Remark 2.11
(3), p↵ = ↵ \ (�↵) is the minimum element of this chain, whose maximum element
is, by Remark 2.8 (1), p⇢(↵) = ⇢(↵) \ (�⇢(↵)).

Next we introduce a notion that extends the concept of real radical of an ideal.

Definition and Proposition 2.14 Let P be a cone and a an ideal of a ring A.
(1) The P -radical of a is the ideal

P
p
a := {a 2 A : 9p 2 P, m � 1 such that a

2m + p 2 a}.

(2) The P -radical of a is the smallest P -radical ideal of A containing a.

(3) Let RP (a) denote the set of all P -convex prime ideals of A containing a. Then,

P
p
a =

\

p2RP (a)

p,

where, if the set RP (a) is empty, this intersection is A.

(4) The real radical
r
p
a of an ideal a of a ring A is the P -radical of a for P := ⌃A2

.
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Proof. (1) We must prove that P
p
a is an ideal. Given a, b 2 P

p
a there exist positive

integers m,n, and p, q 2 P such that a
2m + p 2 a and b

2n + q 2 a. Let ` := m + n

and note that

(a+ b)2` + (a� b)2` =
2X̀

k=0

✓
2`

k

◆
a
k
b
2`�k +

2X̀

k=0

✓
2`

k

◆
(�1)kakb2`�k

.

Denote k = 2j for those summands with even k; then,

(a+ b)2` + (a� b)2` = 2
X̀

j=0

✓
2`

2j

◆
a
2j
b
2(`�j) = a

2m
�3 + b

2n
�4

for some �3, �4 2 ⌃A2 ⇢ P because, for each 0  j  `,

2j + 2(`� j) = 2` = 2(m+ n) = 2m+ 2n,

and so, either 2j � 2m or 2(`� j) � 2n. Note that, p�3 + q�4 2 P and

(a+ b)2` + (a� b)2` + p�3 + q�4 = a
2m
�3 + b

2n
�4 + p�3 + q�4

= (a2m + p)�3 + (b2n + q)�4 2 a.

This implies that a + b 2 P
p
a. Moreover, given b 2 P

p
a and a 2 A there exist an

integer m � 1 and p 2 P such that b2m + p 2 a, and so

(ab)2m + a
2
p = a

2(b2m + p) 2 a & a
2
p 2 P.

Thus ab 2 P
p
a. All this proves that P

p
a is an ideal of A.

(2) The inclusion a ⇢ P
p
a is evident, because 0 2 P and a

2 +0 = a
2 2 a. Moreover,

P
p
a is a P -radical ideal, since given a 2 A and p 2 P satisfying a

2 + p 2 P
p
a, there

exist an integer m � 1 and q 2 P such that (a2 + p)2m + q 2 a. Therefore,

a
4m +

2m�1X

j=0

✓
2m

j

◆
a
2j
p
2m�j + q = (a2 + p)2m + q 2 a,

which implies a 2 P
p
a. Finally, we must check that each P -radical ideal b containing

a contains P
p
a too. Given a 2 P

p
a there exist an integer m � 1 and p 2 P such

that a
2m + p 2 a ⇢ b. Hence (am)2 + p 2 b and, b being a P -radical ideal, am 2 b.

By Remark 2.11 (1) b is a radical ideal, and so a 2 b.
(3) Each ideal p 2 RP (a) is a radical and P -convex ideal; hence it is a P -radical
ideal, by Remark 2.11 (1). Thus, by (1) above, P

p
a ⇢ p for every p 2 RP (a), and

this proves one inclusion. For the converse suppose, by way of contradiction, the
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existence of f 2 A \ P
p
a such that f 2 p for every p 2 RP (a). Therefore, the set F

of those P -radical ideals of A containing a but not containing f is non-empty, and
we order it by inclusion. It is straightforwardly checked that it is an inductive set
and so it contains, by Zorn’s Lemma, a maximal element q 2 F . We will prove that
q is a prime ideal of A; in this way q 2 RP (a), which implies that f 2 q, but this
contradicts the fact that q 2 F .

Suppose there exist a, b 2 A\q such that ab 2 q. By part (2) both b1 := P
p
aA+ q

and b2 := P
p
bA+ q are P -radical ideals containing q. In fact q ( bi for i = 1, 2,

because a 2 b1 \ q and b 2 b2 \ q. From the maximality of q in F it follows that
f 2 b1 \ b2, that is, there exist integers m1,m2 � 1 and p1, p2 2 P , c1, c2 2 A,
g1, g2 2 q satisfying

f
2m1 + p1 = ac1 + g1 & f

2m2 + p2 = bc2 + g2.

Let m := m1 +m2. Multiplying the expressions above we deduce that

f
2m + p1f

2m2 + p2f
2m1 + p1p2 = abc1c2 + g1bc2 + g2ac1 + g1g2 2 q.

Since p := p1f
2m2 + p2f

2m1 + p1p2 2 ⌃A2 and f
2m + p 2 q it follows that f 2 q,

because q is a P -radical ideal. This is a contradiction.
(4) This is immediate. ⇤

Exercise 2.15 (1) With the notations in Proposition 2.14, prove that given two
cones P ⇢ Q in a ring A and an ideal a of A, then RQ(a) ⇢ RP (a).
(2) Prove that if P ⇢ Q are cones of A, then P

p
a ⇢ Q

p
a.

(3) Prove that r
p
a ⇢ P

p
a for every ideal a and every cone P in the ring A.

The next result shows that if ↵ is a prime cone in a ring A, the ↵-convexity is a
very restrictive notion.

Proposition 2.16 Let ↵ be a prime cone in a ring A and let a be a proper ↵-convex

ideal in A. Then,
p
a = ↵

p
a is a prime ↵-convex ideal of A.

Proof. Let us see that
p
a is an ↵-convex ideal, which by Remark 2.11 (1) implies

that
p
a is an ↵-radical ideal, because

p
a is a radical ideal. Let p1, p2 2 ↵ such that

p1 + p2 2
p
a; then, there exists an integer m � 1 such that (p1 + p2)m 2 a, that is,

mX

k=0

✓
m

k

◆
p
k
1p

m�k
2 = (p1 + p2)

m 2 a.
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Note that p := p
m
2 2 ↵, p0 :=

Pm
k=1

�
m
k

�
p
k
1p

m�k
2 2 ↵, and p + p

0 = (p1 + p2)m 2 a.
Since a is an ↵-convex ideal we deduce that p, p

0 2 a. In particular p
m
2 2 a, which

implies that p2 2
p
a and p1 = (p1 + p2)� p2 2

p
a.

By Proposition 2.14, ↵
p
a is the smallest ↵-radical ideal of A containing a, and

we have just proved that
p
a is one of them; hence, ↵

p
a ⇢

p
a. Conversely, it follows

from Remark 2.11 that ↵
p
a, which contains a, is a radical ideal because it is an

↵-radical ideal. Henceforth,
p
a = ↵

p
a.

To finish we just need to prove that
p
a is a prime ideal of A, but this requires

some preparation. Denote R↵(a) the set consisting of those prime ↵-convex ideals
of A containing a. By Proposition 2.14 we have

p
a = ↵

p
a =

\

p2R↵(a)

p.

On the other hand, R↵(a) is a subset of the chain G↵ consisting of all prime ↵-
convex ideals of A, and so R↵(a) is a chain too. Since a is a proper ideal of A, alsop
a 6= A. Therefore the family R↵(a) is non-empty, and for every p 2 R↵(a) we

have
p
a ⇢ p ⇢ p⇢(↵).

Let us show that
p
a is a prime ideal of A. Let a, b 2 A with ab 2

p
a and a 62

p
a;

then, there exists q 2 R↵(a) with a 62 q. But ab 2 p for every ideal p 2 R↵(a);
hence, b 2 p for every p 2 R↵(a) satisfying p ⇢ q. Thus b 2 q, and so b 2 p for each
p 2 R↵(a) such that q ⇢ p. Since R↵(a) is a chain we conclude that b 2 p for every
p 2 R↵(a), and this implies that b 2

p
a. Thus,

p
a is an ↵-convex prime ideal of A.

⇤

Remark 2.17 Let ↵ be a prime cone and let a be an ↵-convex ideal of a ring A. It
follows straightforwardly from Proposition 2.16 and Exercise 2.15 (3) that

p
a ⇢ r

p
a ⇢ ↵

p
a =

p
a,

and so
p
a = r

p
a is an ↵-convex prime ideal of A. Moreover, it follows from Lemma

2.12 that
p
a is the support of the prime cone � :=

p
a [ ↵.

In what follows in this section we approach the study of the topology of the real
spectrum Specr(A) of a ring A, and we begin by proving that it is a compact space.
The proof is more sophisticated than the one of the Zariski spectrum Spec(A).

Proposition 2.18 (Compactness of the real spectrum) Let A be a real ring.

Then, Specr(A) is a compact space.
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Proof. The proof of this result consists of several steps. To simplify the notation we
denote Y := {0, 1}A the set of all functions from A to {0, 1}.
Step 1. Set theoretical embedding of Specr(A) in Y .

For every prime cone ↵ 2 Specr(A) consider the characteristic function of the
set ↵ \ (�↵), that is, the function

f↵ : A ! {0, 1}, a 7!
(
1 if a(↵) > 0,
0 if a(↵)  0.

Note that f
�1
↵ (0) = �↵, and this implies the injectivity of the map

� : Specr(A) ! Y, ↵ 7! f↵.

Indeed, if ↵, � 2 Specr(A) with f↵ = f�, then �↵ = f
�1
↵ (0) = f

�1
� (0) = ��, and

so ↵ = �. In what follows we interpret � as a set theoretical inclusion, that is, we
identify each prime cone ↵ of A with the function f↵.
Step 2. A basis of the topology of the space Y .

Endow the set {0, 1} with the discrete topology and let us fix in Y the product
topology, that is, the coarser topology on Y among those making continuous the
projections

⇡a : Y ! {0, 1}, f 7! f(a)

for every a 2 A. Thus, a subbasis of this topology is the family {H(a, ") : a 2
A, " = 0, 1}, with

H(a, ") := ⇡
�1
a (") = {f 2 Y : f(a) = "}.

Consequently, a basis of this topology is the family of sets

B := {H(a1, "1; . . . ; ar, "r) : ai 2 A, "i = 0, 1},

where H(a1, "1; . . . ; ar, "r) =
Tr

i=1 H(ai, "i). From the compactness of {0, 1} and
Tychonoff’s Theorem it follows that Y is compact too.

Step 3. The topology induced in Specr(A) by the one of Y is called the Tychonoff
topology, and it is finer that the spectral topology.

This follows at once from the equality

H(a1, 1; . . . ; ar, 1) \ Specr(A) = {↵ 2 Specr(A) : f↵(a1) = 1, . . . , f↵(ar) = 1}
= {↵ 2 Specr(A) : a1(↵) > 0, . . . , ar(↵) > 0}
= U(a1, . . . , ar).
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Step 4. Specr(A) is a closed subspace of Y and so, endowed with the Tychonoff

topology, Specr(A) is a compact topological space.

Once this be proved it follows from Step 3 that, endowed with the spectral
topology, Specr(A) is a compact space too.

To prove Step 4 we check that Y \ Specr(A) is an open subset of Y . To that
end we identify first those functions f 2 Y belonging to Specr(A), that is, under
what conditions there exists a prime cone ↵ such that f = f↵. This is equivalent to
say that ↵f := �(f�1(0)) is a prime cone and, by the alternative definition of prime
cone 1.4 and Exercise 1.5 (Ch.II), this is nothing else but

↵f + ↵f ⇢ ↵f , ↵f · ↵f ⇢ ↵f , A
2 ⇢ ↵f , �1 /2 ↵f &

ab 2 ↵f =) a 2 ↵f or � b 2 ↵f .

To show that Y \ Specr(A) is an open subset of Y we will prove that if a func-
tion f 2 Y does not satisfy any of the above conditions, then there exists a basic
open subset H containing f which does not intersect Specr(A). Thus we should
distinguish several situations.
(i) Condition ↵f + ↵f 6⇢ ↵f is equivalent to the existence of a, b 2 ↵f such that
a+ b /2 ↵f , that is, f(�a) = f(�b) = 0 and f(�(a+ b)) = 1 or, in other words,

f 2 H(�a, 0;�b, 0;�(a+ b), 1) := H & H \ Specr(A) = ?.

(ii) Condition ↵f · ↵f 6⇢ ↵f is equivalent to the existence of a, b 2 ↵f such that
ab /2 ↵f , that is, f(�a) = f(�b) = 0 and f(�ab) = 1, and this means,

f 2 H(�a, 0;�b, 0;�ab, 1) := H & H \ Specr(A) = ?.

(iii) Condition A
2 6⇢ ↵f says that there exists a 2 A such that a

2
/2 ↵f , that is,

f(�a
2) = 1, or equivalently,

f 2 H(�a
2
, 1) := H & H \ Specr(A) = ?.

(iv) Condition �1 /2 ↵f means that f(�1) = 1, that is,

f 2 H(�1, 1) := H & H \ Specr(A) = ?.

(v) Finally, condition “there exist a, b 2 A such that ab 2 ↵f , a /2 ↵f and �b /2 ↵f”
is equivalent to f(�ab) = 0 and f(�a) = f(b) = 1 or, in other words,

f 2 H(�ab, 0;�a, 1; b, 1) := H & H \ Specr(A) = ?,

as wanted. ⇤
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Remarks 2.19 (1) Notice that for every a1, . . . , ar 2 A and "1, . . . , "r 2 {0, 1}, the
set H(a1, "1; . . . ; ar, "r) is an open and closed (clopen in what follows) subset of Y .
Its openness is clear, since it belongs to the basis B introduced in Step 2 of the
precedent proof. To prove its closedness it suffices to see that its complementary is
open, and this follows at once from the equality

H(a1, "1; . . . ; ar, "r) = Y \
[

�2{0,1}r
� 6=("1,...,"r)

H(a1, �1; . . . ; ar, �r),

where � := (�1, . . . , �r).
(2) In particular, it follows from the equality

U(a1, . . . , ar) = H(a1, 1; . . . ; ar, 1) \ Specr(A),

proved in Step 3 of the precedent proof, that U(a1, . . . , ar) is a clopen subset in
Specr(A) endowed with the Tychonoff topology, and so it is also compact with
this topology. This implies, since the spectral topology is coarser than Tychonoff
topology, that U(a1, . . . , ar) is also compact as a subspace of Specr(A) endowed with
the spectral topology.

Definition 2.20 (Constructible sets) Let A be a real ring. A subset of Specr(A)
is constructible if it can be represented as a finite combination of boolean operations
(finite union, finite intersection, complementary) applied to all sets of the type
U(a) := {↵ 2 Specr(A) : a(↵) > 0}, where a 2 A.

Remarks 2.21 (1) Both the basic open set U(a1, . . . , ar) =
Tr

i=1 U(ai) and its
complementary

Specr(A) \ U(a1, . . . , ar) =
r[

i=1

Specr(A) \ U(ai)

are constructible subsets of Specr(A). Using inductively De Morgan’s laws it follows
immediately that a subset of Specr(A) is constructible if and only if it is a finite
union of sets of the form

{↵ 2 Specr(A) : a1(↵) > 0, . . . , ar(↵) > 0, b1(↵)  0, . . . , bs(↵)  0}
= H(a1, 1; . . . ; ar, 1; b1, 0; . . . ; bs, 0) \ Specr(A),

where ai, bj 2 A. Since the finite union of compact subsets is compact too, it fol-
lows that constructible subsets of Specr(A) are compact with the spectral topology.
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Moreover, they are clopen subsets in the Tychonoff topology of Specr(A) since they
are finite union of clopen subsets.
(2) Conversely, we will see that those subsets of Specr(A) which are clopen with
respect to the Tychonoff topology are constructible. Hence, the constructible subsets
of Specr(A) are, exactly, those subsets which are clopen in the Tychonoff topology
of Specr(A).

Indeed, let C ⇢ Specr(A) be a clopen subset in the Tychonoff topology of
Specr(A). Since C is open there exist a set I, ai1, . . . , airi 2 A and "i1, . . . , "ir 2 {0, 1}
for each i 2 I, such that

C :=
[

i2I

H(ai1, "i1; . . . ; airi , "iri) \ Specr(A).

Since C is a closed subset in the compact space Specr(A), with the Tychonoff topol-
ogy, C is compact too. Therefore, there exists a finite subset J ⇢ I such that

C =
[

i2J

H(ai1, "i1; . . . ; airi , "iri) \ Specr(A),

that is, C is constructible.
(3) An open subset U ⇢ Specr(A), in the spectral topology, is compact with the Ty-
chonoff topology if and only if U is constructible. Indeed we have proved in part (1)
that if U is constructible then it is compact with the Tychonoff topology. Conversely,
U being open in the spectral topology of Specr(A), it admits a representation of the
form

U :=
[

i2I

H(ai1, "i1; . . . ; airi , "iri) \ Specr(A)

for a set I, some elements ai1, . . . , airi 2 A and "i1, . . . , "iri 2 {0, 1}. If U is com-
pact with the Tychonoff topology, we may assume that I is finite, and so U is
constructible.
(4) In general, the real spectrum of a ring endowed with its spectral topology is not
a Hausdorff space. However it enjoys some separation properties that we study right
now.

Lemma 2.22 Let A be a real ring and let ↵ 2 Specr(A). Then:

(1) Cl({↵}) = F↵ := {� 2 Specr(A) : ↵ ⇢ �}.
(2) The singleton {↵} is a closed subset of Specr(A) if and only if ↵ is a maximal

prime cone.

(3) Specr(A) is a T0-space.
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Proof. (1) Let � 2 Cl({↵}) and let a 2 A \ �. Then a(�) < 0, that is, U(�a) is an
open neighborhood of � in Specr(A), and so it contains ↵, that is, a(↵) < 0. This
means that a 2 A \ ↵, and we have proved that ↵ ⇢ �.

Conversely, if ↵ ⇢ � and U := U(a1, . . . , ar) is a basic open neighborhood of � in
Specr(A), each ai(�) > 0, that is, ai 2 A \ (��) ⇢ A \ (�↵). Therefore, ai(↵) > 0,
and so ↵ 2 U . This proves that � 2 Cl({↵}).
(2) This follows straightforwardly from part (1).
(3) Let ↵, � 2 Specr(A) with ↵ 6= �. We can suppose that � 6⇢ ↵, and so there exists
a 2 � \ ↵, that is, a(�) � 0 and a(↵) < 0. Thus, U(�a) is an open neighborhood of
↵ and � /2 U(�a). ⇤

We present next a separation result which is specific of real spectra and does not
hold, in general, for Zariski spectra. As a consequence we will see in Proposition 2.31
that the maximal real spectrum endowed with its spectral topology is a Hausdorff
space.

Lemma 2.23 Let A be a real ring and let ↵, � 2 Specr(A). The following state-

ments are equivalent:

(1) ↵ 6⇢ � and � 6⇢ ↵.

(2) There exists c 2 A such that ↵ 2 U(c) and � 2 U(�c).

(3) There exist open disjoint neighborhoods of ↵ and � in the spectral topology of

Specr(A).

Proof. To prove (2) =) (3) it suffices to observe that V1 := U(c) and V2 := U(�c)
are open disjoint subsets with ↵ 2 V1 and � 2 V2, while (3) =) (1) follows from
Lemma 2.22. Thus, all reduces to see that (1) implies (2). Let a 2 ↵ \ � and
b 2 � \ ↵, that is,

a(↵) � 0, a(�) < 0, b(�) � 0 & b(↵) < 0.

Notice that c := a� b 2 A satisfies

c(↵) = a(↵)� b(↵) > 0 & c(�) = a(�)� b(�) < 0,

that is, ↵ 2 U(c) and � 2 U(�c). ⇤

The precedent result shows that the real spectrum is an “almost Hausdorff” space:
the only pairs of points which cannot be separated by disjoint neighborhoods are
those occurring in the same chain.
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Exercise 2.24 Let A be a real ring and consider in Specr(A) the spectral topology.
Let X ⇢ Specr(A) be a constructible subset.
(1) Prove that

Cl(X) = {� 2 Specr(A) : 9↵ 2 X such that ↵ ⇢ �}.

(2) Prove that

Int(X) = {� 2 Specr(A) : 9↵ 2 X such that � ⇢ ↵}.

We present now a last separation result in real spectra. Recall the notation intro-
duced in Remark 2.8 (1); for every ↵ 2 Specr(A) we denote ⇢(↵) the maximum ele-
ment, with respect to the inclusion, of the chain Cl({↵}) = {� 2 Specr(A) : ↵ ⇢ �}.

Proposition 2.25 (Normality) Let A a be a real ring and let C1 and C2 be two

closed disjoint subsets in the spectral topology of Specr(A). Then, there exist disjoint

constructible subsets U and V , which are open in the spectral topology of Specr(A),
such that C1 ⇢ U and C2 ⇢ V . In particular, Specr(A) is a normal topological

space.

Proof. Let us denote U := {Ui : i 2 I} and V := {Vj : j 2 J} the sets consisting of,
respectively, all open constructible subsets of Specr(A) containing C1 and C2 and
suppose, by way of contradiction, that each intersection Wij := Ui \Vj 6= ?. Notice
that both Ui and Vj are closed in the Tychonoff topology of Specr(A), and so Wij

is closed too.
The assumption means that the family of closed subsets {Wij : i 2 I, j 2 J}

enjoys the finite intersection property, because given i1, . . . , ir 2 I and j1, . . . , jr 2 J ,

Wi1j1 \ · · · \Wirjr = (Ui1 \ · · · \ Uir) \ (Vj1 \ · · · \ Vjr) 6= ?

since bU := Ui1 \ · · · \ Uir 2 U and bV := Vj1 \ · · · \ Vjr 2 V . But, endowed with the
Tychonoff topology, Specr(A), is a compact space, and consequently the intersection

W :=
⇣\

i2I

Ui

⌘
\
⇣\

j2J

Vi

⌘
=

\

(i,j)2I⇥J

Wij

is non-empty, and we choose a point ↵ 2 W .
Let us show, by way of contradiction, that Cl({↵}) \ C1 6= ?. Otherwise, by

Lemma 2.22 (1), ↵ 6⇢ � for every � 2 C1, and so there exists f� 2 ↵ \ �, that is,
f�(↵) � 0 and f�(�) < 0. Henceforth,

C1 ⇢
[

�2C1

U(�f�)
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and, C1 being compact in the spectral topology, there exists a finite subset F ⇢ C1

such that C1 ⇢
S
�2F U(�f�). This is impossible because it implies that

U :=
[

�2F

U(�f�) 2 U ,

and so ↵ 2 W ⇢ U , but each f�(↵) � 0. Thus, there exists a point �1 2 Cl({↵})\C1.
The same argument shows the existence of a point �2 2 Cl({↵})\C2. Since the set
Cl({↵}) is, by Lemmata 2.7 and 2.22, a chain, its maximum element ⇢(↵) contains
�1 and �2. But both C1 and C2 are closed subsets of Specr(A) endowed with the
spectral topology, and this implies that

⇢(↵) 2 Cl({�i}) ⇢ Cl(Ci) = Ci.

In particular ⇢(↵) 2 C1 \ C2, a contradiction. ⇤

Exercise 2.26 Let X be a topological space and consider the ring of continuous
functions C(X) on X.
(1) Prove that for every prime ideal p 2 Spec(C(X)) and each function f 2 C(X),
either f = |f | mod p or f = �|f | mod p.
(2) Prove that the map

supp : Specr(C(X)) ! Spec(C(X)), ↵ 7! p↵

is a homeomorphism where both spaces are endowed with the spectral topology.
Show that

supp(U(f)) = D(f + |f |) & supp(Z(f)) = Z(f)

for every f 2 C(X).
(3) Let f 2 C(X) and denote h := f + |f | and af := {g 2 C(X) : gh = 0}.
(3.1) Prove that Cl(U(f)) =

T
g2af Z(g).

(3.2) Prove that if Cl(U(f)) is a constructible set, then there exists a continuous
function g : X ! R such that af =

p
(g).

(4) Let f : R ! R, x 7! x. Show that Cl(U(f)) is not a constructible subset of
Specr(C(R)).

Remarks 2.27 (1) The example in the previous Exercise 2.26 appears in [G3].
Later, Andradas, Bröcker and Ruiz proved in [ABR] that if A is an excellent ring,

see [M], and Y is a constructible subset of Specr(A), then Cl(Y ) is constructible
too.
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(2) Schwartz generalized in [Sch1] the example of Exercise 2.26 and he proved that if
X is a completely regular and connected topological space and U is a constructible
subset, open and not dense in Specr(C(X)), then Cl(U) is not constructible.

Exercise 2.28 Prove that given a real ring A and a closed and irreducible subset
C, see Exercise 1.11, of Specr(A), there exists ↵ 2 Specr(A) such that C = Cl({↵}).

Exercise 2.29 Let X be a topological space and let f, g : X ! R be two continuous
functions such that

{x 2 X : g(x) = 0} ⇢ {x 2 X : f(x) > 0}.

Prove that there exist continuous functions hi : X ! R with i = 1, 2, 3 such that
(1 + h

2
1)f = 1 + h2g + h

2
3.

Remarks 2.30 (1) The statement in the previous Exercise 2.29 is proved in [G2].
(2) We have seen in Remark 2.8 (1) that the maximal real spectrum of a real ring
A is the subset

Max(A) := {↵ 2 Specr(A) : ↵ = ⇢(↵)}, (2.1)

where ⇢(↵) is the maximum, with respect to the inclusion, of the chain

Cl({↵}) = {� 2 Specr(A) : ↵ ⇢ �}.

Consider in Max(A) the topology induced by the spectral topology of Specr(A). It
follows from Lemma 2.12 that every prime cone ↵ 2 Specr(A) whose support is a
maximal ideal of A, is a maximal prime cone. However, we saw in Remark 2.8 (2)
that the converse is not true in general.

Next proposition collects the two main results concerning the maximal real spec-
trum of a real ring.

Proposition 2.31 Let A be a real ring. Then, Max(A) is a compact and Haus-

dorff space and the retraction ⇢ : Specr(A) ! Max(A) is a continuous, closed and

surjective map.

Proof. It follows straightforwardly from Lemma 2.23 that Max(A) is a Hausdorff
space, and the surjectivity of ⇢ is nothing else but equality (2.1) in Remark 2.30 (2).
Let us see now that ⇢ is a continuous map at each point ↵ 2 Specr(A).

Let U be an open subset of Specr(A) containing ⇢(↵), and its complementary
C := Specr(A) \ U . Since C and {⇢(↵)} are disjoint closed subsets of Specr(A) it
follows from Proposition 2.25 the existence of disjoint open constructible subsets U1
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and U2 of Specr(A) such that C ⇢ U1 and ⇢(↵) 2 U2. But ⇢(↵) 2 Cl({↵}); hence
↵ 2 U2 and it suffices to prove that ⇢(U2) ⇢ U . Otherwise there would exist a
prime cone � 2 U2 such that ⇢(�) 2 Specr(A) \ U = C ⇢ U1. This implies, since
⇢(�) 2 Cl({�}), that � 2 U1, and so � 2 U1 \ U2 = ?, a contradiction.

In particular, the compactness of Specr(A) implies that Max(A) = ⇢(Specr(A))
is compact too. Finally, ⇢ is a closed map because it is surjective and continuous,
its domain is compact and its image is Hausdorff. ⇤

Remarks 2.32 (1) Since ⇢ is continuous, closed and surjective, the topology in
Max(A) is the quotient topology of Specr(A) induced by ⇢.
(2) Since Max(A) is compact and Hausdorff it is also a normal space, that is, given
two closed disjoint subsets C1, C2 ⇢ Max(A) there exist open disjoint subsets V1, V2

of Max(A) such that Ci ⇢ Vi for i = 1, 2.

Exercise 2.33 Draw the maximal real spectra of the real rings Z, R(t) and R[t]
and determine their topologies.

To finish this section we study the behaviour of the functors Specr and Max.

Proposition 2.34 (Morphisms between real spectra) (1) Let A and B be two

real rings and let ' : A ! B be a ring homomorphism. Then, the map

Specr(') : Specr(B) ! Specr(A), � 7! '
�1(�)

is well defined, and for every a1, . . . , ar 2 A the following equality holds:

Specr(')
�1(U(a1, . . . , ar)) = U('(a1), . . . ,'(ar)).

In particular, the spectral map Specr(') induced by ' is continuous.

(2) Denote jB : Max(B) ,! Specr(B) the inclusion map, and let us consider the

continuous retraction ⇢A : Specr(A) ! Max(A) introduced in 2.8. Then the map

Max(') := ⇢A � Specr(') � jB : Max(B) ! Max(A).

is continuous.

(3) Let C be a real ring and let  : B ! C be a ring homomorphism. Then,

Specr( � ') = Specr(') � Specr( ) & Max( � ') = Max(') �Max( ).
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Proof. (1) Let us check that Specr(') is well defined. For every � 2 Specr(B) there
exist a real closed field R and a homomorphism ⌘ : B ! R such that ⌘�1(R2) = �.
Then, '�1(�) = '

�1(⌘�1(R2)) = (⌘ �')�1(R2) is, by 1.7 (Ch.II), a prime cone in A,
and so the map Specr(') is well defined.

Given a1, . . . , ar 2 A, the prime cone � 2 Specr(B) belongs to the preimage
Specr(')

�1(U(a1, . . . , ar)) if and only if '�1(�) = Specr(')(�) 2 U(a1, . . . , ar), that
is, �ai 62 '

�1(�) for each 1  i  r, or equivalently, � 2 U('(a1), . . . ,'(ar)).
Since the sets of the form U(a1, . . . , ar) constitute a basis of the spectral topology
of Specr(A) this proves the continuity of Specr(').
(2) The continuity of Max(') follows at once from the one of ⇢A, Specr(') and jB.
(3) For the first equality it suffices to note that for every prime cone � 2 Specr(C)
we have

Specr( � ')(�) = ( � ')�1(�) = '
�1( �1(�)) = (Specr(') � Specr( ))(�).

For the second one, let us denote jC : Max(C) ,! Specr(C) the inclusion map, and
consider the canonical retractions

⇢B : Specr(B) ! Max(B) & ⇢C : Specr(C) ! Max(C).

For each maximal cone � 2 Max(C) the closure Cl(Specr( )(�)) is compact, because
it is a closed subspace of the compact space Specr(B). Thus, the composition

⇢A � Specr(')|Cl(Specr( )(�)) : Cl(Specr( )(�)) ! Max(A)

is a continuous map whose domain is a compact space and whose target is a Hausdorff
space; hence, it is a proper map.

In particular, if � := Specr( )(�) we have ⇢B(�) 2 Cl({�}), and so

(Max(') �Max( ))(�) = (⇢A � Specr('))(⇢B(Specr( )(�)))

belongs to the set

(⇢A � Specr('))(Cl({�}) = Cl(⇢A � Specr(')(�)) = ⇢A(Specr(')(�));

the last equality above follows because ⇢A(↵) is a closed point of Specr(A) if we
denote ↵ := Specr(')(�). On the other hand,

⇢A(Specr(')(�)) = ⇢A(Specr(')(Specr( )(�)))

= ⇢A(Specr( � ')(�)) = Max( � ')(�),

and so the equality Max(') �Max( ) = Max( � ') is proved. ⇤
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Exercise 2.35 Let A be a real ring, a1, . . . , ar 2 A and consider the ideal

a := (a1x
2
1 � 1, . . . , arx

2
r � 1)A[x],

where x := (x1, . . . , xr). Denote ⇡ : A[x] ! A[x]/a the canonical projection, consider
the inclusion homomorphism j : A ,! A[x] and let ' := ⇡ � j : A ! B = A[x]/a.
Prove the equality

Specr(')(Specr(B)) = U(a1, . . . , ar),

which provides a new proof of the compactness of U(a1, . . . , ar) from the one of
Specr(B).

3 Polynomial Stone-Cěch compactification

For simplicity, we work in this section over the field R of real numbers and the field
C of complex numbers, instead of an arbitrary real closed field R and its algebraic
closure C. We denote x := (x1, . . . , xn) and A[x] := A[x1, . . . , xn] for each positive
integer n and every ring A.

Remarks 3.1 (1) Zariski maximal spectrum of C[x]. It follows immediately from
Hilbert’s Nullstellensatz that the map

j : Cn ! Specmax(C[x]), p 7! mp := {F 2 C[x] : F (p) = 0},

is a bijection. The topology of Cn induced via j by the Zariski topology of the
maximal spectrum Specmax(C[x]) is called the Zariski topology of Cn. It is rather
different from the Euclidean topology in Cn because each non-empty open subset
W in the Zariski topology of Cn is a dense subset in the Euclidean topology of Cn.

Suppose, by way of contradiction, that W \ U = ? for some non-empty open
subset U in the Euclidean topology of Cn. There exists a polynomial F 2 C[x] \ {0}
such that D(F ) \ Specmax(C[x]) ⇢ j(W ). Then, {p 2 U : F (p) 6= 0} = ?, against
the Identity Principle 3.2, (Ch.I).

Consequently, the identification Cn ⌘ Specmax(C[x]) “forgets” the Euclidean
topology of Cn; in fact, this is not a surprise because we know from Proposition
1.13 that, endowed with the Zariski topology, Cn is a compact space.
(2) Real maximal spectrum of R[x]. In dealing with the real spectrum of R[x] the
situation is rather different. By the Real Nullstellensatz 3.4 (Ch.II), the maximal
real ideals of R[x] are those of the form

mp := {f 2 R[x] : f(p) = 0},
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where p 2 Rn. Indeed, if m is a maximal real ideal of R[x] it coincides with its real
radical, that is, I(Z(m)) = m. In particular Z(m) is non-empty, and we choose a
point p 2 Z(m). Then,

m = I(Z(m)) ⇢ I({p}) = mp

and, m being a maximal ideal, m = mp. Conversely, for each point p 2 Rn the ideal
mp is the kernel of the surjective homomorphism

evp : R[x] ! R, f 7! f(p).

Consequently, the quotient R[x]/mp is isomorphic to R, which is a real closed field;
in particular it admits a unique ordering. Hence, mp is a real prime ideal and there
exists a unique prime cone ↵p := (mp,) 2 Specr(R[x]) whose support is mp. In
fact ↵p is identified, as a subset of R[x], with

↵p := {f 2 R[x] : f(p) � 0},

and the map
en : Rn ! Max(R[x]), p 7! ↵p

is injective. Indeed, given distinct points p, q 2 Rn the polynomial f(x) = �kx�pk2
satisfies f(p) = 0 and f(q) < 0, which implies that f 2 ↵p \ ↵q.

Notice that a basis of open subsets of the topology induced in Rn via en by the
spectral topology of the real maximal spectrum Max(R[x]) consists of the subsets

e�1
n (U(f1, . . . , fr) \Max(R[x])) = {p 2 Rn : f1(p) > 0, . . . , fr(p) > 0} (3.1)

with f1, . . . , fr 2 R[x], since f(↵p) = f + mp = f(p) for each f 2 R[x] and every
p 2 Rn.

Since polynomial functions are continuous with respect to the Euclidean topol-
ogy, the sets of the form (3.1) are open in the Euclidean topology of Rn. In fact
they constitute a basis of this topology, because for every point p 2 Rn and each
positive real number ", the polynomial fp," := "

2 � kx� pk2 2 R[x] satisfies

e�1
n (U(fp,")\Max(R[x])) = {x 2 Rn : "2�kx�pk2 > 0} = {x 2 Rn : kx�pk2 < "

2},

that is, e�1
n (U(fp,") \Max(R[x])) is the open ball centered at p with radius " > 0.

Henceforth, the Euclidean topology of Rn coincides with its spectral topology, that
is, the topology induced in Rn via the map en by the spectral topology of Max(R[x]).
(3) In particular en is not a surjective map since in such a case it would be a
homeomorphism, and this is false because Max(Rn) is a compact space and Rn is
not compact. In Proposition 3.2 we will prove that en(Rn) is a dense subset of
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Max(Rn), and so the pair (Max(Rn), en) constitutes a Hausdorff compactification
of Rn to which all polynomial functions Rn ! R “can be extended”, in a sense that
will be specified right now. In the sequel we denote

e1 : R ! R := Max(R[t]), t 7! ↵t := {f 2 R[t] : f(t) � 0}. (3.2)

Proposition 3.2 (1) With the notations in Remark 3.1 (2), the image of the em-

bedding

en : Rn ! Max(R[x]), p 7! ↵p

is a dense subset of Max(R[x]). Thus, the pair (Max(R[x]), en) is a Hausdorff com-

pactification of Rn
.

(2) For each polynomial f 2 R[x] there exists a continuous function

bf : Max(R[x]) ! Max(R[t])

extending the polynomial function f : Rn ! R, that is, bf � en = e1 � f .

Proof. (1) Let U ⇢ Max(R[x]) be a non-empty open subset. Then, there exist
polynomials f1, . . . , fm 2 R[x] such that

? 6= U(f1, . . . , fm) \Max(R[x]) ⇢ U,

and it is enough to prove that the set

W := {x 2 Rn : f1(x) > 0, . . . , fm(x) > 0}

is non-empty. Consider the R-algebra A := R[x, y]/a, where y := (y1, . . . , ym) and

a := (f1(x)y
2
1 � 1, . . . , fm(x)y

2
m � 1).

We claim that if W = ? there is no R-algebras homomorphism ⌘ : A ! R. Other-
wise let us denote ⇡ : R[x, y] ! A the canonical projection, ⇢ := ⌘ � ⇡ and consider
the point p = (p1, . . . , pn) 2 Rn with pj := ⇢(xj) 2 R, for 1  j  n. Therefore
p 2 W because 1 = ⇢(fi(x)y2i ) = fi(p)⇢(yi)2, against our assumption.

Hence, by Robinson’s formulation 2.5 of Artin-Lang’s Theorem (Ch.II), there is
no R-algebras homomorphism A ! R1 for any real closed field R1. Hence, by 1.7
(Ch.II), the real spectrum Specr(A) is empty. Then, by Exercise 2.35, U(f1, . . . , fm)
is empty too, and this is false.
(2) Consider the ring homomorphism ' : R[t] ! R[x], g 7! g � f induced by the
polynomial f , the embedding i : Max(R[x]) ,! Specr(R[x]) and let

bf := Max(') = ⇢ � Specr(') � i : Max(R[x]) ! Max(R[t]) = R,
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where Specr(') : Specr(R[x]) ! Specr(R[t]) is the spectral map induced by ' and
⇢ : Specr(R[t]) ! Max(R[t]) is the continuous retraction introduced in Propositon
2.31.

We observed in Proposition 2.34 that bf is continuous. Moreover, with the nota-
tions in Remark 3.1 (2), bf(↵p) = ↵f(p) for each p 2 Rn, that is, the maps

en : Rn ! Max(R[x]), p 7! ↵p & e1 : R ! Max(R[t]), t 7! ↵t,

satisfy bf � en = e1 � f . Indeed, for every point p 2 Rn we compute

(e1 � f)(p) = ↵f(p) = {g 2 R[t] : g(f(p)) � 0} = {g 2 R[t] : '(g)(p) � 0}
= '

�1(↵p) = Specr(')(↵p).

This proves that Specr(')(↵p) is a maximal prime cone, since (e1�f)(p) is a maximal
prime cone, and consequently

( bf � en)(p) = ⇢(Specr(')(↵p)) = Specr(')(↵p) = (e1 � f)(p).

Thus, using the identifications p ⌘ ↵p and f(p) ⌘ ↵f(p), it follows that bf is a con-
tinuous extension of f to Max(R[x]) whose image is contained in R. ⇤

Remark 3.3 We have R = R[{�1,+1} from Exercises 2.2 and 2.9 and Remark
3.1 (2), and the spectral topology in R is determined by a basis of open neigh-
borhoods of each point ↵t with t 2 R, which consists of all open intervals in R
centered at t, and the basis of open neighborhoods of the additional points �1 y
+1, described in Exercise 3.4.

Exercise 3.4 (1) Prove that the families

B�1 := {{�1} [ (�1, a) : a 2 R} & B+1 := {(a,+1) [ {+1} : a 2 R}

are, respectively, basis of open neighborhoods of �1 and +1 in R.
(2) Prove that R is homeomorphic to the closed interval [�1, 1].

(3.5) Polynomial Stone-Cěch compactification. Our next goal is to prove
that Max(R[x]) is the smallest Hausdorff compactification of Rn to which every
polynomial map f : Rn ! R admits a continuous extension Max(R[x]) ! R. This
provides a purely topological meaning to the space Max(R[x]), which is independent
of its algebraic definition.

To begin with we introduce some notions which give a precise meaning to the
word “smallest” used in the precedent paragraph and allow us to handle in a suitable
way the “extension property” required to the involved compactifications.
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Definitions 3.6 (1) A Hausdorff compactification of Rn is a pair (X, j) where X

is a Hausdorff topological space and j : Rn ! X is a dense embedding, that is, a
continuous injective map that is a homeomorphism onto its image j(Rn), which is
a dense subset of the space X.
(2) Given two Hausdorff compactifications (X1, j1) and (X2, j2) of Rn, we say that
(X2, j2) dominates (X1, j1), and we write (X1, j1) 4 (X2, j2), if there exists a con-
tinuous surjection ⇢ : X2 ! X1 with ⇢ � j2 = j1. Notice that, ji(Rn) being dense in
Xi for i = 1, 2, ⇢ is the unique continuous map whose composition with j2 is j1.
(3) We say that a Hausdorff compactification (X, j) of Rn is polynomially complete

if for every f 2 R[x] there exists a continuous function F : X ! R such that
e1 � f = F � j, where e1 : R ! R was defined in 3.2.

Notice that 4 is an order relation (up to homeomorphism compatible with the
dense embeddings j) in the set of Hausdorff compactifications of Rn, and we look
for the smallest among those polynomially complete ones. Before that we need some
preliminaries.

Lemma 3.7 Let (X1, j1) and (X2, j2) be two Hausdorff compactifications of Rn
such

that (X1, j1) 4 (X2, j2), and let ⇢ : X2 ! X1 be the unique continuous surjection

satisfying ⇢ � j2 = j1. Then,

(1) ⇢�1(X1 \ j1(Rn)) = X2 \ j2(Rn). In particular, ⇢(X2 \ j2(Rn)) = X1 \ j1(Rn).

(2) Suppose that, moreover, (X2, j2) 4 (X1, j1). Then, ⇢ is a homeomorphism.

(3) Let f : X1 ! R be a continuous function. Then, f � ⇢ : X2 ! R is the unique

continuous function such that f � j1 = (f � ⇢) � j2.

Proof. (1) Let x2 2 ⇢
�1(X1 \ j1(Rn)). Then ⇢(x2) 2 X1 \ j1(Rn). This implies

that the point x2 2 X2 \ j2(Rn), since otherwise there would exist p 2 Rn such that
x2 = j2(p), and so ⇢(x2) = (⇢�j2)(p) = j1(p) 2 j1(Rn), and this is false. Conversely,
for each point x2 2 X2 \ j2(Rn), and j2(Rn) being a dense subset of X2, there exists
a net {sd, D,} in Rn such that the net {j2(sd), D,} converges to x2. Since ⇢ is
a continuous map, the net {j1(sd) = (⇢ � j2)(sd), D,} converges to ⇢(x2). If this
point would belong to j1(Rn), then the net {sd, D,} converges to a point y 2 Rn.
Thus, the points x2 and j2(y) coincide because X2 is a Hausdorff space and x2 and
j2(y) are limit points of the net {j2(sd), D,}; a contradiction.
The second part follows from what is just proved and the surjectivity of the map ⇢:

⇢(X2 \ j2(Rn)) = ⇢(⇢�1(X1 \ j1(Rn))) = X1 \ j1(Rn).

(2) If (X2, j2) 4 (X1, j1) there exists a continuous surjection ⇢
0 : X1 ! X2 such

that ⇢0 � j1 = j2. In particular,
(⇢ � ⇢0) � j1 = ⇢ � j2 = j1 = idX1 �j1 & (⇢0 � ⇢) � j2 = ⇢

0 � j1 = j2 = idX2 �j2,
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and from the uniqueness it follows that ⇢ � ⇢0 = idX1 and ⇢0 � ⇢ = idX2 . Therefore, ⇢
and ⇢0 are mutually inverse homeomorphisms.
(3) Note that (f �⇢)�j2 = f �(⇢�j2) = f �j1. About the uniqueness, let g : X2 ! R
be a continuous function such that f � j1 = g � j2. Then,

(f � ⇢) � j2 = f � (⇢ � j2) = f � j1 = g � j2,

and so (f � ⇢)|j2(Rn) = g|j2(Rn). Since both f � ⇢ and g are continuous maps and
j2(Rn) is a dense subspace of X2, the equality f � ⇢ = g holds. ⇤

To construct the smallest polynomially complete Hausdorff compactification of
Rn we will adapt to our setting the classical method used to construct the Stone–
Čech compactification of a completely regular topological space.

(3.8) Construction of the Stone–Čech polynomial compactification. The
space

RR[x]
:= {z : R[x] ! R} =

Y

f2R[x]

R,

endowed with the product topology is, by Tychonoff’s Theorem, a compact and
Hausdorff space, because so is R. For every g 2 R[x] consider the projection

⇧g : R
R[x] ! R, (zf )f2R[x] 7! zg.

Let us see first the following:
(3.8.1) Given a point p 2 Rn

and a closed subset C ⇢ Rn
not containing p, there

exists a polynomial f 2 R[x] such that f(p) = 1 and f(C) ⇢ (�1, 0).
Indeed we may assume, without loss of generality, that p is the origin in Rn

and the open ball of radius 2 centered at p does not intersect C. A straightforward
computation shows that f(x) := 1� kxk2 satisfies f(p) = 1 and f(C) ⇢ (�1, 0).

(3.8.2) The map ' : Rn ! RR[x]
, x 7! ((e1 � f)(x))f2R[x] is a topological embedding,

that is, it is injective, continuous and a homeomorphism onto its image.
The injectivity of ' follows from (3.8.1). Moreover ' is continuous because the

topology we are dealing with in RR[x] is the product topology and for every g 2 R[x]
the composition

e1 � g = ⇧g � ' : Rn ! R, x 7! (e1 � g)(x)

is a continuous function. Let us see that ' is a homeomorphism onto its image. We
already know that ' : Rn ! '(Rn) is a continuous bijection, and we need to prove
that it is also an open map.
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Let U ⇢ Rn be an open subset and z0 = '(x0) 2 '(U), for some point x0 2 U .
Since x0 62 C := Rn \ U there exists, by (3.8.1), a polynomial f 2 R[x] such that
f(x0) = 1 and f(C) ⇢ (�1, 0). Note that W := ⇧�1

f ((0,1)) is an open subset of
RR[x] and it contains z0, because

⇧f (z0) = ⇧f ('(x0)) = f(x0) = 1 2 (0,1).

Thus V := W \ '(Rn) is an open neighborhood of z0 in '(Rn), and it is enough to
see that V ⇢ '(U). For every z 2 V there exists x 2 Rn such that '(x) = z and,
since z 2 W ,

f(x) = ⇧f ('(x)) = ⇧f (z) 2 (0,1).

Therefore x 62 C ⇢ f
�1(�1, 0), that is, x 2 U and so z = '(x) 2 '(U).

(3.8.3) The set � Rn := ClRR[x]('(Rn)) contains '(Rn) as a dense subset and,
since it is closed in RR[x], it is compact and Hausdorff. Besides, the pair (� Rn

,')
is a polynomially complete compactification of Rn because, for every polynomial
g 2 R[x], the projection

⇧g : � Rn ! R, (zf )f2R[x] ! zg

is a continuous function and ⇧g � ' = e1 � g.
(3.8.4) Even more, (� Rn

,') is the smallest polynomially complete compactification
of Rn. To show this, let (Y, ) be another polynomially complete compactification
of Rn. For each f 2 R[x] denote bf : Y ! R the unique continuous function such
that bf �  = e1 � f . Then, the continuous map

 : Y ! RR[x]
, y 7! ( bf(y))f2R[x]

satisfies the equality  �  = ' because for every point x 2 Rn we have

( �  )(x) =  ( (x)) = ( bf( (x)))f2R[x] = (e1 � f(x))f2R[x] = '(x).

It just remains to check that im = � Rn. But, Y being compact and RR[x] being
Hausdorff, the continuous map  is also a closed map. Therefore,

im =  (ClY ( (Rn))) = ClRR[x]( ( (Rn))) = ClRR[x]('(Rn)) = � Rn
.

(3.8.5) The precedent properties lead us to call (� Rn
,') the polynomial Stone–Čech

compactification of Rn. It is worthwhile mentioning that the adjective polynomial
refers to the nature of the functions that extend continuously from Rn to � Rn, and
not to the nature of this last set, which is not algebraic for any n � 1. To finish, we
present another model of the polynomial Stone–Čech compactification of Rn

.
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Proposition 3.9 We keep the notations in Construction 3.8, and consider the map

� : Rn ! Max(R[x]), x 7! ↵x := {f 2 R[x] : f(x) � 0}.

Then, there exists a homeomorphism  : Max(R[x]) ! � Rn
such that  � � = '.

We abbreviate this by saying that the pair (Max(R[x]),�) is homeomorphic to
the polynomial Stone–Čech compactification (� Rn

,') of Rn, or that (Max(R[x]),�)
is a model of the polynomial Stone–Čech compactification of Rn.

Proof. By Proposition 3.2, (Max(R[x]),�) is a polynomially complete Hausdorff
compactification of Rn. For every f 2 R[x] let us denote, as in Proposition 3.2,
bf : Max(R[x]) ! R the unique continuous function satisfying bf � en = e1 � f . We
shall prove that the map

 : Max(R[x]) ! RR[x]
, ↵ 7! ( bf(↵))f2R[x],

is a topological embedding whose image is � Rn and that  � � = ', where

' : Rn ! RR[x]
, x 7! ((e1 � f)(x))f2R[x]

is the embedding defined in (3.8.2). Observe first that for each point x 2 Rn,

( � �)(x) =  (�(x)) =  (↵x) = ( bf(↵x))f2R[x] = (( bf � en)(x))f2R[x]
= ((e1 � f)(x))f2R[x] = '(x),

which proves that  �� = '. Since Max(R[x]) is compact and RR[x] is Hausdorff, to
see that  is a topological embedding it suffices to show that it is continuous and
injective. The continuity of  follows straightforwardly, since RR[x] is endowed with
the product topology. Moreover, let ↵, � 2 Max(R[x]) be distinct points. Since both
are maximal prime cones, ↵ 6⇢ � and � 6⇢ ↵, and it follows from Lemma 2.23 the
existence of f 2 R[x] such that ↵ 2 U(f) and � 2 U(�f), that is, bf(↵) > 0 and
bf(�) < 0. Thus  (↵) 6=  (�). Finally we check the equality im = � Rn. Indeed,
since  is a continuous and closed map,

� Rn = ClRR[x]('(Rn)) = ClRR[x]( (�(Rn)) =  (ClMax(R[x])(�(Rn)) =  (Max(R[x])),

and we are done. ⇤

Remark 3.10 Notice that the remainder @Rn = Max(R[x]) \Rn of the polynomial
Stone–Čech compactification of Rn is the set of maximal prime cones of R[x] whose
support is not a real ideal, since we proved in Remark 3.1 (2) that the real maximal
ideals of R[x] are those of the form mp := {f 2 R[x] : f(p) = 0}.
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